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Abstract 

We review a program of research examining three questions. First, why is the morality of 

people’s behavior inconsistent across time and situations? We point to people’s ability to 

convince themselves they have a license to sin, and we demonstrate various ways people use 

their behavioral history and others – individuals, groups, and society – to feel licensed. Second, 

why are people’s moral judgments of others’ behavior inconsistent? We highlight three factors: 

motivation, imagination, and repetition. Third, when do people tolerate others who fail to 

practice what they preach? We argue that people only condemn others’ inconsistency as 

hypocrisy if they think the others are enjoying an “undeserved moral benefit.” Altogether, this 

program of research suggests that people are surprisingly willing to enact and excuse 

inconsistency in their moral lives. We discuss how to reconcile this observation with the 

foundational social psychological principle that people hate inconsistency. 

 

Keywords: Behavioral ethics, moral judgment, inconsistency, hypocrisy, moral licensing, 

dishonesty, prejudice 
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 People’s lives are full of moral inconsistencies. Sometimes, it is our moral behavior that 

is inconsistent. During the height of the COVID-19 pandemic, behaviors to mitigate the spread 

of the virus became moralized (Graso et al., 2021; Prosser et al., 2020), yet people did not 

consistently wear masks or socially distance (Stosic et al., 2021; Yan et al., 2021). Other times, it 

is our moral judgments that are inconsistent. American politicians on both sides of the political 

aisle misrepresented information about the pandemic (Goodman & Hakim, 2021; Paz, 2020); the 

misrepresentations we condemned most harshly probably depended on which side of the aisle we 

ourselves were on (see Effron & Helgason, 2022). Yet other times, we observe moral 

inconsistency in others. The pandemic exposed us to a seemingly endless parade of leaders who 

violated the very COVID-19 lockdowns that they themselves had implemented (Leslie, 2020). 

Social psychologists have long emphasized people’s aversion to inconsistency. We strive 

for consistency among our cognitions and social relationships (e.g., Festinger, 1957; Heider, 

1958; Osgood & Tannenbaum, 1955), and we hate hypocrites (Gilbert & Jones, 1986; Tedeschi 

et al., 1971). People should be particularly motivated to maintain consistency in the moral 

domain because moral principles are defined, in part, by their universal, inviolable nature (Skitka 

et al., 2005; Turiel, 1977). Yet, as the opening examples illustrate, inconsistency appears 

common in our moral lives. Pandemics aside, our behavior is neither consistently saintly nor 

sinful (e.g., Hofmann et al., 2014), and we inconsistently apply our moral principles when 

judging others (e.g., Bucciarelli et al., 2008; Campbell, 2017; Ditto et al., 2009). We also 

frequently encounter people who fail to practice what they preach (Hale & Pillow, 2015) – an 

inconsistency that we sometimes condemn as hypocrisy, but other times are willing to tolerate 

(e.g., Effron & Miller, 2015; Jordan et al., 2017). 
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Why do we display moral inconsistencies in our behavior and judgments – and why do 

we sometimes condone such inconsistencies in others? The present chapter reviews a program of 

our research that investigates these questions. We group the findings into three topics. 

The first topic considers why people’s moral behavior can be so inconsistent across time 

and situations. The main explanation our research has focused on is that people are adept at 

licensing themselves to sin. Early work on this explanation examined how doing good can 

license people to do bad. Subsequent work examined how people strategically distort the way 

they think about their behavioral history when they anticipate needing a license. More-recent 

work examines other people as a source of license; specifically, how the advice we receive from 

individuals, the membership we hold in certain groups, and the political events that occur in our 

society can promote moral inconsistency. We end this section with a discussion of how moral 

inconsistency can also result from fluctuations in the strength of temptation. 

The second topic considers why people’s moral judgments of others’ behavior can be so 

inconsistent across time and situations. Our research on this topic has examined three 

psychological factors – motivation, imagination, and repetition – which we will discuss in 

separate sections. The section on motivation shows how people pass more-lenient judgments on 

themselves, ingroup members, and political allies than they pass on others, outgroup members, 

and political opponents. The section on imagination reveals how mentally simulating what could 

have happened in the past or what might unfold in the future facilitates morally inconsistent 

patterns of judgments. Finally, the section on repetition reveals how our moral judgments of a 

wrongdoing may become more lenient over time, simply because we have been repeatedly 

exposed to it. 
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The third topic considers when and why we are inclined to condone others’ moral 

inconsistency. Our focus here is on a type of moral inconsistency that often gets condemned as 

hypocrisy: failing to practice what you preach. We review evidence that, despite hating 

hypocrisy, people are sometimes willing to tolerate those who fail to practice what they preach.  

We explain this pattern of results by suggesting that people will only condemn moral 

inconsistency as hypocrisy if they perceive the inconsistency as an attempt to claim a benefit to 

which one is not morally entitled. 

Together, our studies on these topics reveal how a variety of psychological processes lead 

us to act inconsistently, to judge others inconsistently, and even to tolerate others’ inconsistency, 

in the moral domain. Despite our general distaste for inconsistency, we may frequently enact and 

condone inconsistency in our moral lives. 

1. Varieties of moral inconsistency 

 The present chapter considers two types of moral inconsistency. First, moral 

inconsistency among behaviors occurs when people do not act consistently virtuous across time 

or situations. For example, a person might refrain from cheating unless the spoils are split with 

someone else (Gino et al., 2013; Wiltermuth, 2011), or until a point in the day when they feel 

fatigued (e.g., Barnes et al., 2011). Note that we consider speech acts to be one type of behavior. 

Thus, moral inconsistencies among behaviors include failures to practice what you preach (e.g., 

Stone & Fernandez, 2008), or other cases of “word-deed misalignment” in the moral domain 

(Effron, O’Connor, et al., 2018; Simons, 2002), such as when a manager violates safety 

regulations despite espousing the importance of safety (Leroy et al., 2012).  

Second, moral inconsistency among judgments occurs when people evaluate the same 

moral behavior differently depending on the situation (see Campbell, 2017). For example, 
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research has examined inconsistencies in people’s judgments about the morality of sacrificing 

someone for the greater good (e.g., Duke & Bègue, 2015; Greene et al., 2008; Greene et al., 

2001). Other work suggests that the same transgression seems more wrong when it harms a 

single identifiable victim rather than a group or an anonymous victim (Gino et al., 2010; Kogut 

& Ritov, 2015; Nordgren & McDonnell, 2011). 

Of course, not all examples of inconsistency constitute moral inconsistency. A person 

might choose to play soccer sometimes and golf other times (inconsistency among behaviors), or 

evaluate soccer players as superior athletes to golfers sometimes and vice versa other times 

(inconsistency among judgments). These types of inconsistency only become moral 

inconsistency if the judgments and behaviors in question are considered relevant to issues of 

right and wrong. Thus, if the person in question viewed playing golf as less moral than playing 

soccer (e.g., because of the environmental damage caused by golf courses), then inconsistency in 

choice of sports would constitute moral inconsistency. 

Although we focus on moral inconsistency, many of the psychological processes we will 

describe apply to inconsistencies in people’s judgments and choices about vices (Milkman et al., 

2008) – behaviors like smoking, gambling, or unhealthy eating – that are “morality-adjacent,” or 

may even become moralized (Gai & Bhattacharjee, in press; Rozin & Singh, 1999), but that 

many people would not consider morally relevant. For instance, similar psychological 

mechanisms may underlie inconsistencies in our judgments about smoking and shopping as in 

our judgments about stealing and sexism (see Effron, 2016; Effron & Miller, 2015; Khan & 

Dhar, 2006). 

Before we proceed, a brief note on methodology. Some studies of moral inconsistency 

document such inconsistency within the same individual (e.g., Garrett et al., 2016; Hofmann et 
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al., 2014; Welsh et al., 2015). For example, participants presented with a series of opportunities 

to get away with cheating were more likely to cheat on the last opportunity (Effron, Bryan, et al., 

2015). However, most studies infer moral inconsistency from between-participants experiments. 

These studies do not directly observe any one individual displaying moral inconsistency, but 

differences between randomly assigned conditions reveal moral inconsistency across situations at 

the aggregate level. 

Having specified the varieties of moral inconsistency we will consider, we now turn to 

the three main questions that have driven our research: Why is people’s moral behavior 

inconsistent, why are their moral judgments of others’ behavior inconsistent, and why do they 

sometimes condone others’ moral inconsistency? 

2. Inconsistency among our moral behaviors 

 Why is people’s moral behavior inconsistent across time and situations? One answer 

from the behavioral ethics literature is that people are “boundedly ethical” – they care about 

doing the right thing, but fall prey to a variety of cognitive biases that blind them to the fact that 

they are crossing the ethical line (Bazerman & Sezer, 2016; Bazerman & Tenbrunsel, 2011; 

Chugh et al., 2005; Chugh & Kern, 2016; Tenbrunsel & Messick, 2004). For example, when 

making a business decision, managers may focus only on the financial implications without 

considering the ethical implications. In this view, people display moral inconsistency across 

situations because different situations are more or less conducive to bias. For example, people 

may be less likely to consider the ethical implications of decisions they are facing in the present 

than decisions they expect to face in the future (Tenbrunsel et al., 2010). 

 A different answer points to self-control failures (Barnes et al., 2011; Christian & Ellis, 

2011; Gino et al., 2011; Hofmann et al., 2018; Mead et al., 2009). From this perspective, 
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resisting temptation requires mental effort, which is a limited resource; once this resource is 

depleted, people will be more likely to succumb to unethical impulses (for a critical review, see 

Inzlicht & Friese, 2019). In this view, people’s moral behavior is inconsistent across time and 

situations because their self-control fluctuates. For example, people may act more ethically 

during the time of day when they feel most awake and are thus best able to exercise self-control 

(Gunia et al., 2014; Kouchaki & Smith, 2014).  

Our own research has focused on a third answer: Moral inconsistency arises because 

people are adept at granting themselves a license to sin. In other words, they have a variety of 

strategies for convincing themselves that it is okay to act on their temptations to engage in 

morally questionable behavior. Our research on this topic began by examining how people use 

their own behavioral history as a source of license, and later expanded to consider how they 

derive license from other people, at the level of individuals, groups, and society. We have also 

examined how, even when people have not convinced themselves they are licensed to sin, moral 

inconsistency can arise from fluctuations in temptations across time. The next sections review 

our research on these topics. 

2.1 Psychological license as a source of moral inconsistency 

When faced with an ethical temptation, people ask themselves, in effect, “Can I do what I 

want in this situation without feeling or appearing like a bad person?” (Effron, 2016). If they can 

answer yes to this question, they become more likely to succumb to the temptation; otherwise, 

they tend to inhibit themselves from acting unethically. More broadly, when people perceive 

they have the ability to take an action or express a view without discrediting themselves in their 

own eyes or others, they have psychological license to take that action or to express that view 
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(Miller & Effron, 2010). From this perspective, people’s behavior is morally inconsistent when 

they move in and out of situations that provide different degrees of license. 

 The concept of psychological license offers a perspective on moral inconsistency that has 

informed and been informed by key themes in the behavioral ethics literature. This perspective 

starts with the premise that the desire to feel and appear virtuous often inhibits people from 

succumbing to ethical temptations (Batson, 2002; Bryan et al., 2013; Mazar et al., 2008). It 

embraces the idea that people are good at generating justifications for their behavior and 

displaying flexibility in their thinking about morality (Ayal & Gino, 2012; Bandura, 1999; 

Bartels et al., 2015; Kouchaki & Gino, 2016), and it highlights that people often generate these 

justifications in advance of acting (Barkan et al., 2015; Shalvi et al., 2015). At the same time, the 

psychological-license perspective differs from the other perspectives on moral inconsistency 

previously discussed. The bounded-ethicality perspective (e.g., Chugh et al., 2005) and the self-

control perspective (e.g., Mead et al., 2009) depict people as unintentionally or impulsively 

succumbing to ethical temptations. By contrast, the psychological-license perspective depicts 

people as carefully (though not objectively) considering the implications of their behavior for 

their self-image before they act. This licensing perspective suggests that people are less ethically 

blind and weak-willed – and more strategic (e.g., Merritt et al., 2012) – than the other 

perspectives suggest. Although blind spots and self-control failures certainly explain some moral 

inconsistencies, these perspectives are incomplete without considering how people license 

themselves to sin.  

 We next consider two general factors that can make people feel licensed: their behavioral 

history (i.e., the ways they imagine they have proven their virtue), and other people (i.e., the 
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individuals they interact with, the groups in which they hold membership, and the societal events 

that they witness). 

2.1.1 Behavioral history as a source of license 

2.1.1.1 Moral self-licensing: When doing good frees people to do bad  

One source of license is people’s behavioral history. People feel less obligated to inhibit 

themselves from resisting ethical temptations when they can point to evidence of their morality. 

Thus, doing good can license people to do bad, a phenomenon called moral self-licensing 

(Merritt et al., 2010; Monin & Miller, 2001). The idea is that a virtuous track record can make 

people feel they have “proven” their morality and hence they can deviate from the straight and 

narrow without feeling or appearing like a bad person (for a review, see Effron & Conway, 

2015).  

Research provides numerous examples of this phenomenon (e.g., Bradley-Geist et al., 

2010; Brown et al., 2011; Jordan et al., 2011; Kouchaki, 2011; Mann & Kawakami, 2012). Early 

studies suggested that rejecting sexist statements could license people to subsequently favor men 

over women (Monin & Miller, 2001), that endorsing Obama in 2008 could license his supporters 

to express ambiguously racist views (Effron et al., 2009), that imagining doing good deeds can 

license cheating (Clot et al., 2014), and that agreeing to help a foreign student could license 

people to make indulgent purchases (Khan & Dhar, 2006). Subsequent work applied the idea of 

moral self-licensing to organizational contexts (see Klotz & Bolino, 2013). For example, studies 

have examined how performing ethical leadership behaviors can license managers to treat 

employees less respectfully (Lin et al., 2016), how compelling employees to help their 

organization can increase their deviant workplace behavior (Yam et al., 2017), and how working 

for a socially responsible organization can lead people to shirk (List & Momeni, 2021). These 
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studies offer striking examples of moral inconsistency, in which people’s behavior becomes less-

virtuous precisely because they have just acted more virtuously. Apparently, the ability to point 

to a virtuous behavioral history removes inhibition against acting less virtuously by making 

people feel secure about their own morality (Monin & Jordan, 2009). 

We have argued that moral self-licensing can occur via two specific mechanisms, which 

can operate in tandem (Effron & Monin, 2010; Miller & Effron, 2010). First, good deeds can 

earn people “moral credits” that can be exchanged for the right to commit even blatant bad 

deeds. The metaphor is that people maintain a moral bank account; good deeds “deposit” moral 

credits whereas bad deeds “spend” moral credits, and people will feel licensed to sin so long as 

they do not spend more than they have deposited (Nisan, 1991). Second, good deeds can grant 

people “moral credentials” that allow them to interpret subsequent, ambiguous behavior as less 

morally problematic (Monin & Miller, 2001). Thus, endorsing Obama – the first Black nominee 

from a major U.S. political party – may have made Democrats in 2009 feel they had established 

“non-racist credentials,” which allow them to express ambiguous views that could seem racist 

without worrying that those views will actually feel or appear racist (Effron et al., 2009). A 

similar psychology operates when someone says “some of my best friends are Black” before 

telling a joke that plays on racial stereotypes; the person’s hope is that telling the joke will seem 

less racist after they have “proven” themselves to be non-racist (Thai et al., 2016). 

Recent work on moral self-licensing effects has focused on their replicability, 

generalizability, and boundary conditions. One of the original demonstrations of moral self-

licensing (Monin & Miller, 2001) was replicated in a high-powered, pre-registered study 

(Ebersole et al., 2016), albeit with a much smaller effect size. Specifically, an opportunity to 

reject blatantly sexist statements increased the likelihood that participants would say they 
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preferred to hire a man for a stereotypically masculine job. However, other demonstrations of 

licensing have not replicated. Urban et al. (2019) found no evidence that deciding to purchase 

environmentally beneficial products licensed lying, cheating and stealing (cf. Mazar & Zhong, 

2010); Blanken et al. (2014) found no evidence that writing about the self using positive words 

made people donate less money to charity (cf. Sachdeva et al., 2009); similarly, Rotella and 

Barclay (2020) failed to replicate the finding that reflecting on one’s past moral behavior reduced 

charitable donations (cf. Conway & Peetz, 2012).  

One reason why these effects have failed to replicate may be that some of the original 

demonstrations were false positives. Meta-analyses have suggested that moral-licensing effects 

are reliable on average, but are smaller than previously believed, suggesting that many of the 

early studies were underpowered (Blanken et al., 2015; Kuper & Bott, 2019; Simbrunner & 

Schlegelmilch, 2017). Another reason is that licensing theory has inadequately specified the 

conditions under which licensing will occur. When will doing good lead to doing bad – and 

when will it instead lead to doing more good (e.g., Reed et al., 2007)? Several moderators have 

been tested (Brown et al., 2011; Conway & Peetz, 2012; Cornelissen et al., 2013; Effron et al., 

2009; Effron et al., 2012; Gholamzadehmir et al., 2019; Griep et al., 2021; Schwabe et al., 2018; 

Susewind & Hoelzl, 2014), but the literature has yet to provide a clear or consistent answer (see 

Mullen & Monin, 2016), again in part because these tests were likely underpowered.  

Consider that the significant licensing effect size observed in the pre-registered 

replication of Monin & Miller (2001) was d = .14 (Ebersole et al., 2016). To obtain 80% power 

to detect a mean difference of this size between two experimental conditions at p < .05, two-

tailed, would require 1,604 participants total (Faul et al., 2007). To detect a statistical interaction 

that completely attenuates a licensing effect of this size in a 2x2 factorial design would require 
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6,416 participants total (Simonsohn, 2014) – far more than the typical study in this literature. 

(Even if we instead use a much-larger effect size as a benchmark – Blanken et al.’s estimate of d 

= .31 for the average moral-licensing effect – the same design would still require 2,640 

participants to detect this interaction). Given the practical difficulties with recruiting such large 

samples, we suggest that researchers suspend the search for new moderators of moral self-

licensing until the field has conducted more high-powered, pre-registered studies to identify the 

(two-cell) paradigms in which moral self-licensing effects reliably occur.  

These considerations have informed our own recent research on moral self-licensing. 

Based on the finding that endorsing Obama in 2008 licensed his supporters to favor Whites over 

Blacks (Effron et al., 2009), we tested the hypothesis that endorsing a female candidate for 

president in the 2020 U.S. Democratic primaries would license Democrats to favor men over 

women on a hypothetical hiring task (Giurge et al., 2021). We expected that endorsing a woman 

for president would make participants feel that they had established non-sexist credentials that 

would allow them to express an ambiguously sexist preference without feeling too sexist. 

However, two pre-registered studies, each designed to detect an effect size of d = .14 with 85% 

power, failed to confirm this hypothesis. Why? A speculative, post hoc explanation is that 

Democrats in 2020 did not feel that endorsing a woman for president sufficiently proved their 

lack of sexism to license an ambiguously sexist view. Whereas endorsing a Black candidate in 

2009 may have made some Democrats feel that they were contributing to historic progress 

towards American racial equality, Hillary Clinton’s loss of the presidential election to Donald 

Trump in 2016 may have made Democrats in 2020 feel that establishing non-sexist credentials 

requires doing more than merely stating support for a candidate. It is difficult to evaluate this 

explanation given that licensing theory does not clearly specify what behaviors people will 
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“count” as a license. Thus, this null effect highlights the need for further theoretical 

developments, and more high-powered empirical work to establish the conditions under which 

moral self-licensing occurs.  

In short, it appears that doing good can sometimes reliably license people to do bad 

(Ebersole et al., 2016), and this moral self-licensing effect offers one explanation for moral 

inconsistency across time. However, recent evidence suggests the effect size is smaller than the 

early studies suggested, and the boundaries are poorly understood (Giurge et al., 2021; Mullen & 

Monin, 2016).  

Beyond the claim that doing good can free people to do bad, our work on moral self-

licensing has yielded two additional insights that shed light on moral inconsistency (see Effron, 

2016; Effron & Conway, 2015): People display self-serving biases when determining how 

thoroughly they have proven their morality, and people can feel licensed to sin without actually 

doing good deeds. Our findings suggest that people’s behavior may be morally inconsistent 

across time not only when their behavioral history contains virtuous behavior, but merely when 

their behavioral history affords them the opportunity to convince themselves that they have 

proven their virtuousness. We present these findings in the next two sections. 

2.1.1.2 Self-serving interpretations of one’s own behavioral history 

How virtuous should you feel for donating $100 to charity? How much moral credit will 

others give you for dropping 50 cents in a homeless person’s cup? People tend to generate self-

serving answers to these questions. The research on moral self-licensing suggests that people act 

in a morally inconsistent manner when they feel their behavioral history has proven their virtue. 

We now consider research suggesting that it may not take much for people to feel that they have 

such proof. 
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We asked online participants in one study to estimate how much $100 would help various 

charities (Polman et al., 2018, Study 9). By random assignment, half of the participants were told 

the money belonged to them, whereas the other half were told it belonged to someone else. The 

results showed that people thought that their own $100 could do more good than another 

person’s $100. For example, they thought their own money could save more dogs at a pet shelter, 

plant more trees in the Amazon, and buy more books for children in developing countries than 

the same amount of someone else’s money.  

This result is not unique to the moral domain; people also think their own money can buy 

more products than the same amount of someone else’s money (Polman et al., 2018). 

Nonetheless, the result suggests that people may give themselves more moral credit for their 

good deeds than observers think they deserve – and perhaps consequently, feel more licensed to 

deviate from the straight and narrow than observers think they should feel. Prior work suggests 

that people feel holier than others because they overestimate how virtuously they will act in the 

future (Epley & Dunning, 2000), and give themselves (vs. others) more credit for good intentions 

(Kruger & Gilovich, 2004; White & Plous, 1995). Our finding suggests another reason: People 

may believe that the same behavior does more good when they perform it than when someone 

else does.  

 People may be particularly likely to regard their behavioral history as virtuous when they 

feel that their morality is in question – that is, when they experience threats to their moral self-

image. For example, in one study participants had to choose one of two tasks to complete: a fun 

“charity game,” in which they could raise up to $0.50 for a good cause by answering easy 

general-knowledge questions, or a boring visual-attention task in which they would search a 

1,600-character matrix for letter sequences while memorizing a 13-digit number (Effron, 2014). 
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Unsurprisingly, everyone chose to play the charity game – a “good deed” that is, at best, only 

ambiguously diagnostic of one’s moral character. Then, by random assignment, half the 

participants learned that they would soon be taking a difficult morality test which had the 

potential to reveal that they are less moral than they think. The aim of this condition was to make 

people anticipate a threat to their moral self-image. The other half of participants instead learned 

that they would merely be examining another person’s score on the morality test – a condition 

which should pose no threat to participants’ moral self-image. Finally, for the dependent 

measure, participants estimated what an objective observer would think about their earlier choice 

of the charity game over the visual-attention task. Specifically, how much did they think an 

observer would view this (trivially virtuous) choice as diagnostic of participants’ moral 

character? 

 The results showed that participants expected their choice to seem more diagnostic when 

they expected to take the morality test themselves – but only among people who cared most 

about maintaining a moral self-image (Aquino & Reed, 2002) and thus said they actually felt 

threatened by the prospect of taking the test. In other words, the anticipated threat of seeming 

less moral in the future led these participants to be more confident that a past choice had proven 

their morality to others. In this way, when people wanted proof of their morality, they made a 

mountain of morality from a molehill of virtue. One consequence of this phenomenon is that, 

when people feel their moral character is threatened, they overestimate how impressive their 

moral track record will seem to others (Effron, 2014). 

Thus, people’s thinking about their moral track record appears to be quite flexible. They 

give themselves more credit for charitable behavior than they would give others (Polman et al., 

2018), and when they worry their future behavior could make them feel less moral, they 
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overestimate how much credit they will receive from others for a virtuous choice (Effron, 2014). 

These phenomena could help explain why people seem to feel licensed to act less virtuously after 

doing a “good deed” that is only trivially virtuous (e.g., indicating disagreement with blatantly 

sexist statements; saying one would be helpful in a hypothetical situation; Khan & Dhar, 2006; 

Monin & Miller, 2001). Trivially virtuous behaviors may seem like solid evidence of moral 

character when the behavior was yours and when you need such evidence (see also van de Ven et 

al., 2018). In this view, people may quickly move from doing good to doing bad – a pattern of 

moral inconsistency – in part because they interpret the good they have done in a self-serving 

way.  

However, these self-serving interpretations of good deeds will not always lead people to 

do bad ones. Theoretically, good deeds license bad ones when people (a) initially feel tempted to 

do the bad deeds, (b) simultaneously feel inhibited from doing the bad deeds, and then (c) 

subsequently interpret their good deeds as sufficient evidence of virtue to remove this inhibition 

(see Giurge et al., 2021). If you are not particularly tempted to do a bad deed, or if the inhibition 

against doing it is too great for the good deeds to remove, then the good deed should not license 

the bad one, even if you interpret the good deed in a self-serving way. For example, you might 

think your $0.50 charity donation was more virtuous than another person’s $0.50 donation 

(Polman et al., 2018), and you might overestimate how impressed others would be by your 

donation (Effron, 2014) – but would your donation increase the likelihood that you would 

shoplift if you could get away with it? Probably not if you had little desire to shoplift to begin 

with (low temptation), or if you thought that shoplifting was so immoral that even your “highly 

virtuous” donation cannot justify it (high inhibition). People may make mountains of morality 

from molehills of virtue, but not all mountains are big enough to overshadow all wrongdoings. 
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2.1.1.3 Moral self-licensing without “doing good”  

We have just seen how people are skilled at perceiving their past behavior as evidence of 

their morality, which could sometimes allow them to feel licensed based on trivially virtuous 

behaviors. However, feeling licensed does not even require doing good deeds at all (see Effron, 

2016; Effron & Conway, 2015). Consider a dark example. Joseph Fritzl kept his daughter locked 

in his basement for decades, subjecting her to the worst kind of physical, emotional, and sexual 

abuse. When Fritzl was finally apprehended and tried for his crimes, he explained, “I could have 

behaved a lot worse than locking up my daughter” (Harrell, 2008). Apparently, Fritzl felt 

licensed to abuse his daughter – not because he had done anything particularly virtuous in his 

life, but because he simply reflected on all the transgressions he could have committed, but did 

not actually commit. In other words, he reflected on what we have called counterfactual 

transgressions (Effron et al., 2012). 

Most people’s behavior will not approach Fritzl’s level of depravity, but people may 

nonetheless use counterfactual transgressions to license the moral inconsistencies in everyday 

life. For example, White participants were more likely to express ambiguously racist views after 

they had been given a chance – which they all declined to take – to make a blatantly racist 

judgment (Effron et al., 2012). Outside the moral domain, dieters expressed weaker intentions to 

stick to their diets over the next week when they were randomly assigned to reflect on unhealthy 

alternatives to their recent behavior (e.g., all the fattening foods they could eaten, but declined to 

eat) than when randomly assigned to a control task (Effron et al., 2013). One week later, the 

dieters who had reflected on unhealthy alternatives said they had actually done less to diet and 

still intended to do less than dieters in the control condition. In this way, reflecting on the “sinful 

road not taken” can license people to deviate from the path to virtue. People often strive to 
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convince themselves that their behavior is not as bad as what others have done (e.g., Bandura, 

1999), but counterfactual transgressions offer more flexibility. Even when people cannot point to 

others who are worse, they can imagine how their own behavior could have been worse.  

People may find this licensing strategy so appealing that when they anticipate needing a 

license, they strategically imagine passing up bad deeds that they never actually had an 

opportunity to perform. For example, when White participants were made to feel more (vs. less) 

concerned about appearing racist in the future, they overestimated the number of opportunities 

they had (and passed up) to accuse innocent Black suspects of crimes in the past. In other words, 

they invented “racist roads not taken” that did not actually exist (Effron et al., 2012). When 

dieters were faced with the prospect of eating tempting but unhealthy cookies (compared to when 

they merely saw but could not eat the cookies), they rated foods that they had previously 

declined to eat (but not foods they had previously eaten) as unhealthier (Effron et al., 2013). In 

this way, imagination offers a degree of freedom people can exploit to convince themselves that 

they have a license to sin. It can be difficult to convince yourself that you have done good deeds 

you have never actually done; it may be easier to convince yourselves that you declined to do 

bad deeds that you never had an opportunity to do. 

People not only can license themselves by inventing bad behaviors they could have 

performed, but did not (i.e., counterfactual transgressions); they can also feel licensed by 

committing to prefactual virtues (see Effron, 2016) – good behaviors they plan to perform, but 

have not (yet) performed. For example, after saying that they would donate blood at a later date, 

participants became more likely to express prejudiced views (Cascio & Plant, 2015). Apparently, 

the prospect of donating blood in the future made participants feel they had earned moral credits 

that they could spend in the present on expressing their prejudices. One concern is that people 
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will borrow moral credits from good deeds they intend to perform in the future, but then renege 

on the loan by never actually doing those good deeds (Khan & Dhar, 2007). 

The work on counterfactual transgressions and prefactual virtues shows how people can 

feel licensed to sin without actually doing good deeds. They can simply imagine foregone bad 

deeds in their past or intended good deeds in their future. This work highlights a theme that we 

will return to later: The flexibility of people’s imagination facilitates the inconsistency of their 

moral behavior.  

2.1.1.4 Summary: Behavioral history as a source of license  

One reason that people’s moral behavior can be inconsistent across time is that they use 

their behavioral history as a license. In examining this moral self-licensing phenomenon, we 

have highlighted three key points from our research: doing good can sometimes lead people to 

do bad, people form self-serving beliefs about how good their behavioral history has been, and 

people can use their imaginations (e.g., inventing counterfactual transgression) to derive a 

license from their behavioral history without actually doing good. In short, believing one has 

established a virtuous track record can make people feel more secure about their moral standing, 

which can disinhibit them to act on morally questionable temptations.   

2.1.2. Other people as a source of license 

The explanation for moral inconsistency we have considered thus far is fundamentally 

intrapersonal: People’s own behavioral history provides evidence of their virtue, which in turn 

increases their comfort taking tempting but morally questionable actions. We now consider an 

explanation for moral inconsistency that is fundamentally interpersonal: The morality of one’s 

behavior varies across time and situations because of other people.  
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Familiar social-psychological processes offer some examples (Moore & Gino, 2013). A 

person who previously acted virtuously might suddenly cross the ethical line because they are 

following the crowd (Gino, 2015), emulating a leader (Mayer et al., 2009; Treviño & Brown, 

2005), imitating a close other (Gino & Galinsky, 2012), or obeying authority (Milgram, 1974). In 

these examples, other people motivate or compel morally questionable behavior. The metaphor is 

that other people can push us over the ethical line.  

By contrast, our research has focused on how other people disinhibit unethical behavior 

by increasing one’s comfort acting on our existing motivations. The metaphor is that other 

people can remove psychological barriers that were restraining us from crossing the ethical line. 

In other words, other people are a source of psychological license. We will discuss how advice 

from individuals can license people to lie (Helgason & Effron, in progress), how perceiving our 

racial group as a tightly-knit unit can license people to express prejudice (Effron & Knowles, 

2015), and how one-time socio-political events may license people to express sexism (Georgeac 

et al., 2019).  

We describe other people as having a licensing effect because they can make one feel free 

to take a questionable action or express a questionable view without worrying about discrediting 

oneself (see Miller & Effron, 2010). However, the nature of this license is different here than in 

moral self-licensing effects, discussed earlier. Moral self-licensing occurs when people feel free 

to act less-than-virtuously specifically because they can point to evidence of their virtuous 

character (Effron, 2016; Effron & Conway, 2015), but it is not the only type of licensing effect 

(Effron & Miller, 2012; Miller & Effron, 2010; Miller et al., 2009; Zitek et al., 2010). In the 

licensing effects we consider next, people feel free to act less-than virtuously because they can 
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point to seemingly legitimate reasons for doing so: “I was simply following advice,” “I wanted to 

help my group,” or “this behavior is socially acceptable.” 

2.1.2.1 Individuals: Receiving “vice advice”  

When making decisions, people often receive advice from others. Parents receive 

childrearing advice from other parents, consumers receive purchasing advice from friends, and 

executives receive business advice from consultants. Past research examines how people use 

advice to make more accurate decisions (e.g., Bonaccio & Dalal, 2006; Sniezek et al., 2004; Soll 

& Larrick, 2009). For example, pharmaceutical executives might hire consultants to improve 

their estimates of how large the market will be for a new drug. Our research suggests that people 

also use advice as a license to make ethically questionable decisions, leading to moral 

inconsistency. Pharmaceutical executives might show some restraint in marketing an addictive 

opioid until advised by a consultancy to “turbocharge” its sales (see Forsythe & Bogdanich, 

2021). Advice to do something morally questionable could make people feel that they have a 

legitimate reason to succumb to temptation – they need not feel or appear as immoral because 

they were just doing what someone else suggested. If people use advice as a license to succumb 

to temptation, then they should be more likely to listen to advisors who suggest they succumb 

than to advisors who suggest they resist – particularly when the temptation to succumb is strong. 

We tested these ideas in a series of studies (Helgason & Effron, in progress). 

 In one study, we examined how advice might affect people’s behavior when they faced a 

conflict of interest. Participants had to estimate the number of dots in each of several arrays. We 

told them it was important to estimate accurately, but also gave them an incentive to 

overestimate (adapted from Sah & Loewenstein, 2014). The more dots they said there were, the 
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higher the chances of winning a prize (either $5 or $200, depending on randomly assigned 

condition). Thus, we expected participants to feel obligated to be honest but tempted to lie. 

Participants viewed each dot array, indicated their initial estimate, received advice 

ostensibly from another participant, and then made a final estimate that could respond to the 

advice as much or as little as they wanted. In reality, we programmed the advice to be a pre-

determined distance from participants’ initial estimate. On some trials, participants received vice 

advice – that is, the other participant suggested they raise their estimates to a specific number, 

thereby increasing their chance of winning a prize. On other trials, they received virtue advice – 

that is, the other participant suggested they lower their estimates to a specific number, thereby 

decreasing their chance of winning. The dependent measure was the amount participants 

changed their initial estimate after receiving advice (i.e., the weight of advice; Yaniv & 

Kleinberger, 2000).  

Several results illustrate that receiving advice made participants morally inconsistent by 

licensing them to lie (Helgason & Effron, in progress). First, participants gave higher estimates 

after (vs. before) receiving vice advice. Because higher estimates increased participants’ chances 

of winning the prize, this result could reflect a pattern of moral inconsistency: remaining fairly 

honest until one receives advice that justifies lying. Second, in support of this interpretation, 

people gave more weight to advice that justified lying than advice that did not. Specifically, 

participants adjusted their initial estimate towards the advice to a greater extent when the advice 

suggested estimating higher (i.e., increasing their chances of winning the prize) than when it 

suggested estimating lower (i.e., decreasing their chances of winning). In other words, moral 

inconsistency was more likely to result from vice advice than from virtue advice. If participants 

were only motivated to be accurate or to learn from another person’s estimate, it is unclear why 
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they would have taken vice advice more than virtue advice. Instead, we argue, participants gave 

extra weight to vice advice because it licensed them to over-report without feeling too dishonest. 

Third, this tendency to weight vice advice more than virtue advice was particularly 

pronounced when the prize was $200 instead of $5 – a result that supports the idea that people 

used vice advice as a license. Psychological license works by disinhibiting people to succumb to 

temptations (Miller & Effron, 2010). If people are not particularly tempted to lie, then they 

should be unlikely to do so regardless of whether they feel licensed; when people are highly 

tempted to lie, they should be much more likely to do so when they do versus do not feel 

licensed. Thus, the result that advice had a larger effect on people’s estimates when the prize was 

more tempting ($200) than when it was less tempting ($5) suggests that people used vice advice 

as a license. In other words, receiving advice did not simply motivate participants to conform to 

the advisors’ preferences; instead, the advice disinhibited participants to act on pre-existing 

temptations to lie. 

Another study provides further evidence of the licensing power of vice advice in a very 

different context (Helgason & Effron, in progress). We recruited White Americans for a hiring 

task, and asked them to estimate the IQ scores for each of several Black job applicants. We 

expected participants with different racial attitudes to experience this situation differently. 

Participants with more-negative attitudes towards Black people might be motivated to rate the 

Black applicants as having relatively low IQ scores – but at the same time, these participants 

might worry that giving low estimates of the applicants’ intelligence would make them look 

racist. As a result, these participants might rate each applicant higher than they wanted to – 

unless they had a license to express their desired estimates. By contrast, those with more-positive 

attitudes towards Black people should be less motivated to rate the Black applicants as having 
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low IQ scores. Thus, giving them a license to express their true beliefs should have little effect 

on their estimates. 

 We expected that advice from a third party about what IQ score to estimate might provide 

this license. In support of this prediction, participants gave lower IQ estimates after (vs. before) 

receiving advice to lower their IQ scores. The moral inconsistency here is that participants are 

giving more racially fraught responses after receiving advice. Suggesting that this result emerged 

because participants used advice as a license to express their prejudice – and not because 

participants impartially took any advice they received – participants took advice significantly 

more when it suggested decreasing (vs. increasing) their IQ estimates, and these results emerged 

only among participants with more-negative attitudes towards Black people. Presumably, 

participants with more-positive attitudes towards Black people were not tempted to give low 

estimates of the Black applicants’ IQ to begin with, and thus did not use the third party’s advice 

as a license. These findings are consistent with the hypothesis that advice frees people to reveal 

their racial prejudices rather than changing those prejudices. More broadly, advice may provide 

license to make tempting but unseemly choices, resulting in morally inconsistent behavior 

depending on whether people can justify a choice by pointing to others’ advice. 

2.1.2.2 Groups: The licensing effect of entitativity  

Our research on advice shows that people will strategically use the opinion of a single 

individual as a license to act in morally questionable ways. In other work, we examine how 

people look not only to individuals who advise them, but also to the social groups they are a part 

of, to license anti-outgroup prejudice. Here, the moral inconsistency is that people will tend to 

conceal their prejudices unless they can point to their membership in a particular social group.  
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A key dimension on which people perceive social groups is entitativity – how much of a 

single, unified entity the group appears to be (Campbell, 1958; Hamilton & Sherman, 1996). 

People differ in how entitative they perceive their social group. For example, some White 

Americans consider their racial group to be highly entitative, believing that they have a shared 

history, similar values, collective interests, and form a group with clear boundaries. Other White 

Americans disagree, believing instead that their racial group is a loose amalgam of many 

different ethnicities, some of which have not always been considered “White,” which have a 

diversity of political views, religious beliefs, and socioeconomic statuses, and which lack a 

single set of collective interests.  

Our research suggests that ingroup entitativity is a source of license. Specifically, when 

people perceive their own ingroup as highly entitative, they feel more comfortable publicly 

expressing their private prejudice against outgroups. In one study, for example, White university 

students responded to both an implicit and explicit measure of anti-Black bias (Effron & 

Knowles, 2015, Study 5). Because implicit measures are not as influenced by social desirability 

concerns as explicit measures (Hofmann et al., 2005), we reasoned that the association between 

the implicit and explicit measures would vary as a function of how licensed participants felt. 

When people perceive themselves as unlicensed, they should try to express little explicit 

prejudice regardless of how much implicit prejudice they feel. By contrast, when people perceive 

themselves as licensed, they should feel more comfortable publicly expressing any prejudices 

they privately hold, resulting in a higher positive correlation between the implicit and explicit 

measures. 

 Consistent with this logic, the stronger a preference participants showed for White people 

over Black people on the implicit measure, the more anti-Black prejudice they endorsed on the 
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explicit measure – but only among participants who viewed their own racial group as highly 

entitative (see Figure 1). Those who did not perceive their racial group as entitative expressed 

little anti-Black prejudice on the explicit measure, regardless of their levels of implicit bias. This 

pattern of results is exactly what one would expect if entitativity licensed, without motivating, 

prejudice. 

We argued that these findings emerged because people expect observers to find prejudice 

more socially acceptable if it is expressed by someone who holds membership in a more- (vs. 

less-) entitative group. For this reason, members of entitative groups may have felt emboldened 

to reveal their prejudices. In other studies, we find evidence that observers do judge prejudice as 

more socially acceptable when it comes from a members of a more-entitative group, and we 

found support for two explanations (Effron, Kakkar, et al., 2018; Effron & Knowles, 2015).  

First, people make different attributions about prejudice when expressed by members of 

groups that are high versus low in entitativity (Effron & Knowles, 2015). Prejudice is generally 

considered illegitimate, but some reasons for expressing prejudice are seen as less illegitimate 

than others. Consider someone who says he hates immigrants. If people assume he expresses this 

hatred because he believes immigrants are stupid and lazy, they are likely to condemn his 

prejudice. However, if they assume he expresses this hatred because he believes that immigrants 

are taking away jobs from people like him, they might not condemn his prejudice quite as 

harshly. This example illustrates that prejudice may seem slightly less socially unacceptable 

when it seems “rationalistic” – motivated by a desire to defend or promote the ingroup’s 

collective interests – than when it seems motivated by irrational hatred. Because, by definition, 

highly entitative groups have clearer collective interests than less-entitative groups (Crump et al., 
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2010), observers are more likely to attribute an individual’s prejudice to a collective-interest-

defense motive when the prejudiced individual holds membership in an entitative group.  

The second reason is that the more entitative a group seems, the more responsible the 

group will hold it for its members’ wrongdoing (Denson et al., 2006; Effron et al., in press; 

Lickel et al., 2003; Sjöstström & Gollwitzer, 2015; Stenstrom et al., 2008). These collective 

responsibility perceptions arise, in part, because members of entitative groups interact with and 

influence each other, and coordinate their behavior towards common goals (see Lickel & Onuki, 

2015). Thus, if a member of an entitative group expresses prejudice, observers may be inclined 

to blame the group while excusing the individual member; anticipating observers’ reactions, 

group members themselves may feel emboldened to express prejudice (Effron, Kakkar, et al., 

2018). 

 Regardless of the mechanism, the licensing effect of entitative-group membership may 

promote moral inconsistency in the domain of prejudice because perceptions of a group’s 

entitativity are malleable (Effron & Knowles, 2015). Situations that lead people to think about 

their group as a coherent, unified entity may liberate them to publicly express prejudices that 

they would otherwise keep private. For example, cable-news pundits regularly remind White 

Americans that their status as a demographic majority in the United States is eroding (see, e.g., 

BBC News, 2018; The New York Times, 2022) – a reminder that could make them regard White 

Americans as a more-entitative group (Voci, 2006). Reminders of changing demographics may 

not only stoke feelings of threat and hostility among White Americans (Craig & Richeson, 

2014), but also make them feel increasingly licensed over time to express their pre-existing 

prejudices against other racial groups (Effron & Knowles, 2015).  

2.1.2.3 Society: License from one-time political events  
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Thus far, we have discussed two ways in which other people can be a source of license: 

People feel licensed to be dishonest when they receive “vice advice” from an individual 

(Helgason & Effron, in progress), and feel licensed to express their prejudices when they hold 

membership in an entitative group (Effron & Knowles, 2015). Moving from the level of the 

individual and the group to the level of society, we now consider how people can derive license 

from one-time political events. 

People look to political events to understand what their society considers socially 

acceptable (Tankard & Paluck, 2017). For example, Americans may have looked to the 2016 

U.S. presidential election for insight into the social acceptability of expressing prejudice. Donald 

Trump had beaten Hillary Clinton at the polls after he waged a campaign accused of expressing 

prejudice towards women, Mexicans, Muslims, disabled people, and other groups. In one study, 

prejudice against groups targeted by Trump seemed more socially acceptable to American 

participants when they were surveyed after the election than when they were surveyed before the 

election (Crandall et al., 2018); no such effect was found when participants considered prejudice 

against groups that Trump had not targeted (e.g., atheists, Canadians). To the extent that people 

feel licensed to express their own prejudices when they perceive such prejudice to be socially 

acceptable, these findings raise the possibility that a one-time political event like an election 

could create inconsistencies in the expression of prejudice across time (Crandall et al., 2002; 

Kievit et al., in press). People who felt obligated to keep their prejudices to themselves before 

such an event might feel emboldened to express their prejudices after such an event.   

Some evidence for this possibility comes from a study we ran about how expressions of 

gender bias might change following the 2016 U.S. presidential election (Georgeac et al., 2019). 

We surveyed over 2,000 participants – half just before the election, and half just after the 
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election – who supported either Clinton or Trump. To assess people’s willingness to express 

gender-biased attitudes, we administered the Modern Sexism Scale (Swim et al., 1995), as well 

as several expected correlates of gender bias. At the time we planned the study, Hillary Clinton 

was ahead in the polls, so we pre-registered hypotheses about how a Clinton win could affect 

gender attitudes. We did not have hypotheses about the effects of a Trump win so we considered 

our analyses exploratory. Thus, although several statistical robustness checks reduced concerns 

that these findings are false positives, any conclusions should be considered tentative. 

We discovered that Trump supporters (but not Clinton supporters) expressed greater 

modern sexism after the election compared to before the election. These higher modern sexism 

scores were in turn associated with feeling less disturbed with the gender pay gap, perceiving 

less gender discrimination against women (but more gender discrimination against men), and 

believing that the U.S. had made more progress towards gender equality.  

There are several explanations for these findings, but one is that Trump’s election 

signaled to his supporters that it was socially acceptable to express gender bias or other 

politically incorrect views (as observed by Crandall et al., 2018). In this view, Trump supporters 

under-reported their modern-sexist views before the election – but after the election, they felt 

licensed to say what they really thought (see also Newman et al., 2021). Perhaps his election did 

not have the same effect on Clinton supporters because they were less likely to interpret Trump’s 

election as a license, or because they were less likely to have modern-sexist views to suppress 

before the election began. These speculative explanations fit with the broader idea that one-time 

political events may license large groups of people by signaling that it is acceptable to express 

certain views.  

2.1.2.4 Summary: Other people as a source of license  
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The findings reviewed in this section reveal how moral inconsistency can arise from our 

ability to use other people as a license to do or say what we want. Looking to your behavioral 

history for evidence of your moral character is not the only way to feel licensed. People may feel 

licensed to lie when someone advises them to do so, licensed to express their racial biases when 

they hold membership in an entitative group, and licensed to express sexism when sociopolitical 

events signal a shift in the social acceptability of these views. The result is a pattern of moral 

inconsistency. Without a psychological license, people feel more obligated to uphold norms of 

honesty and equality. With a psychological license, they may feel liberated to lie and express 

prejudice.  

2.2 Beyond license: Temptation as a source of moral inconsistency 

A simple model underlies the examples of moral inconsistency we have discussed so far: 

People feel both tempted to take and inhibited from taking morally questionable actions (see also 

Lewin, 1947; Mazar et al., 2008; Miller & Effron, 2010; Schier et al., 2016). Sources of 

psychological license reduce the inhibition, freeing people to give into the temptation. In this 

view, people’s moral behavior is inconsistent across time and situations because different times 

and situations afford different degrees of license. However, the same model also suggests a 

complementary reason for moral inconsistency. The temptation to do something morally 

questionable varies across time and situations, even if the inhibition against doing it remains the 

same. By analogy, lapses in a diet are not only a function of license (e.g., eating brownies to 

celebrate an academic accomplishment; Prinsen et al., 2019; Wilcox et al., 2011) but also of 

temptation (e.g., eating brownies when one is particularly hungry; Yam et al., 2014). In this 

section, we discuss how predictable differences in temptation across time can lead to moral 

inconsistency. 
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Consider a worker faced with a series of opportunities to overbill clients without getting 

caught. At first, though she might be tempted by the chance to make more money without 

additional work, concerns about feeling guilty might inhibit her from overbilling. When she 

reaches the final overbilling opportunity, however, her temptation to make money may intensify 

without a commensurate change in her inhibition. The reason is that the opportunity for “easy 

money” is, by definition, scarcest at the end of the series – and scarcity increases attraction 

(Brock & Brannon, 1992; Cialdini, 1988; Lynn, 1992; Worchel et al., 1975). As a result, faced 

with a series of opportunities to get away with cheating, people are more likely to cheat at the 

end. 

We tested this cheat-at-the-end effect in a series of experiments. In one experiment 

(Effron, Bryan, et al., 2015, Study 4), we hired hundreds of ad hoc research assistants (RAs) over 

the internet to code a series of essays written by participants in previous study. We explained to 

the RAs that we would pay them £0.10 per minute, and that after reading and coding each essay, 

they should report how long they took. Unbeknownst to the RAs, we surreptitiously measured 

how long they actually spent coding each essay, so we could detect how much, if at all, they 

overbilled us. The RAs knew in advance how many essays they would code, and we randomized 

whether this number was 7 or 10. The results showed that the RAs overbilled us more on 

whichever essay they coded last. Specifically, they overbilled more on the seventh essay when 

they expected seven essays total than when they expected ten; RAs who expected seven essays 

were more likely to overbill on the seventh essay than on earlier ones; and RAs who expected ten 

essays were more likely to overbill on the tenth essay than on earlier ones.  

A different study shed light on mechanism (Effron, Bryan, et al., 2015, Study 3). 

Participants (correctly) anticipated that they would be more likely to lie about the results of a 
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coin flip for money when it was the last flip in a series compared to an earlier flip. Suggesting 

that an increase in temptation, rather than an increase in license, explains this finding, people 

anticipated that they would experience more regret if they passed up the final (vs. an earlier) 

opportunity to cheat, but did not anticipate that they would experience less guilt if they took the 

final (vs. an earlier) opportunity. Whereas psychological license should reduce guilt about 

cheating, increased temptation should magnify regret about missing out.  

 As the cheat-at-the-end effect demonstrates, people’s ability to grant themselves 

psychological license is not the only reason their behavior can be morally inconsistent. Increases 

in temptation at predictable time points, such as the “last chance” to seize an opportunity for 

personal gain, can also foster such inconsistency. 

3. Inconsistency among our moral judgments of others’ behavior 

We now turn from inconsistency in moral behaviors to inconsistency in moral judgments 

of others’ behaviors. Why do people sometimes condemn others for a morally questionable 

behavior, and sometimes let them off the hook? Our research has examined three factors that 

promote this type of moral inconsistency: motivation, imagination, and repetition (see Effron & 

Helgason, 2022). 

3.1 Motivation as a source of moral inconsistency 

 One source of inconsistency in our moral judgments is our motivation to let some people, 

but not others, off the hook for wrongdoing. One situation in which we feel motivated to excuse 

transgressions is when they are performed by someone whom we like, and one person we tend to 

like is ourselves (e.g., Leary, 1999; Pyszczynski et al., 2004; Sedikides et al., 2003; Sedikides & 

Strube, 1997). Accordingly, people will judge the same transgression as fairer and more 

acceptable if the transgressor is them than if it is someone else (Lammers, 2012; Lammers et al., 
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2010; Valdesolo & DeSteno, 2007, 2008). This motivation to excuse wrongdoing extends to 

others beyond oneself to one’s ingroup. People judge self-serving actions as more acceptable 

when performed by their ingroup than an outgroup (Valdesolo & DeSteno, 2007), they are more 

willing to forgive ingroup leaders than outgroup leaders for the same wrongdoing (Abrams et al., 

2013), and they judge torture and other transgressions as more moral when performed by 

members of their own (vs. another) nation (Tarrant et al., 2012). The moral inconsistency that 

people display in these cases is that they are more likely to give someone a pass to transgress if 

they like that person. 

 Another situation in which people may feel motivated to condone a transgression is when 

that transgression advances their interests. For instance, observers judge actors who cheated on 

an experimental task as more moral when observers themselves benefitted from the cheating 

(Bocian & Wojciszke, 2014). People judge norm-violations as more acceptable when those 

norm-violations advance a cause (e.g., abortion rights) that they agree with (Mueller & Skitka, 

2018). Similarly, the more people support a country’s decision to go to war, the more acceptable 

they judge that country’s war crimes such as torture and the killing of civilians (Watkins & 

Goodwin, 2020). People may even respond to transgressions with admiration when they are 

performed in the service of one’s group (Tang et al., 2022). 

Partisan motivations may similarly lead to inconsistency in moral judgments of others’ 

dishonesty. In several studies, we recruited American partisans to judge a series of political 

falsehoods. Participants correctly identified these claims as false, yet they rated falsehoods that 

fit with their politics as less unethical to tell (Effron, 2018; Helgason & Effron, in press). For 

example, Democrats (who tend to support increasing gun control) thought it was less unethical 

than Republicans to make the false claim that “25% of legal gun purchases are made without 
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background checks,” whereas Republicans (who tend to think the Biden administration is too 

soft on immigration) thought it was less unethical than Democrats to make the false claim that 

“Joe Biden has halted all deportations.”  

 What explains these partisan differences? We suggest that even when people know that a 

lie is literally false, they are more likely to believe that the lie’s gist, or general idea, is true if it 

aligns with their politics – and the truer people think the gist is, the more inclined they will be to 

excuse (though not believe the details of) the lie (Helgason & Effron, in press; Langdon & 

Effron, under review). For example, among Democrats and Republicans who know that fewer 

than 25% of legal gun purchases are made without background checks (Miller et al., 2017), 

Democrats may be more likely to excuse this falsehood because they are more likely to believe 

the gist that “It’s too easy to purchase guns without a background check.”  

 Partisan motivations may influence the way people think about a falsehood’s gist in at 

least two ways. First, the motivation to excuse someone for telling a falsehood may increase 

people’s belief in the falsehood’s gist. In one study (Helgason et al., in progress), British 

partisans read a series of falsehoods about bipartisan issues (e.g., gas prices). We clearly 

identified each falsehood as false, and attributed it either to a (fictional) Member of Parliament 

(MP) from participants’ own political party or from the opposing party. For example, for half of 

participants, the falsehood that “The cost of gas has risen continuously over the past 3 years” was 

attributed to a Labour MP and for the other half of participants it was attributed to a 

Conservative MP. Results showed that when the falsehood was ostensibly told by an MP from 

participants’ own party (compared to the opposing party), participants judged the falsehood’s 

gist as truer – and the truer they found the gist, the less unethical they thought the falsehood was 

to tell. Because we showed all participants the same falsehoods, manipulating only the identity of 
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the MPs who told them, the results cannot be explained by partisan differences in prior 

knowledge of the falsehoods. Instead, it seems likely that the motivation to excuse a member of 

one’s own party inflated people’s belief in the falsehood’s gist.  

Second, the motivation to excuse a falsehood may increase the weight people give to its 

gist when judging its morality. For instance, if a politician you oppose falsely claims that 25% of 

legal gun purchases are made without background checks, you may condemn the politician 

regardless of whether you believe the gist that purchasing guns without a background check is 

too easy—a lie is still a lie. However, if a politician you support makes the same false claim, you 

may be more inclined to excuse it if you believe the gist than if you do not. More broadly, a “true 

gist” may seem like a better justification for excusing a falsehood when we like the person who 

told it. This idea remains to be tested, but fits with other findings on the motivated use evidence 

to defend leaders we support from condemnation (Helgason & Effron, 2022). 

 In short, people are more likely to condone a falsehood if it fits with their politics, and to 

tolerate wrongdoing if it is committed by themselves or an ingroup member. Motivated 

reasoning may account for these patterns of moral inconsistency, with the caveat that motivated 

and cognitive explanations are difficult to disentangle (Tetlock & Levi, 1982), especially in the 

context of partisan differences (Druckman & McGrath, 2019; Kahan, 2016; Little, 2022; Tappin 

et al., 2020a, 2020b). For example, Democrats and Republicans are motivated to excuse different 

falsehoods, but they are also exposed to different information through media and social 

networks. Nonetheless, wrongdoing may seem less wrong when you like the person who 

committed it or the cause it advances.  

3.2 Imagination as a source of moral inconsistency 
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Earlier we discussed how motivation can lead to inconsistency in moral judgment. Many 

of these studies identified political partisanship as a key source of motivation to condemn or 

condone transgressions. In the next section, we discuss how imagination amplifies moral 

inconsistency, both by directly affecting moral judgment and by heightening the effects of 

partisanship on moral judgment.  

The human capacity for imagination allows us to mentally simulate possible pasts and 

futures. For example, we can imagine what life would have been like if we had moved in with a 

former romantic partner, or what life could be like if we move in with our current partner. This 

capacity is highly adaptive; it helps us learn from mistakes, plan for the future, and assess 

causality (e.g., Byrne, 2017; Epstude & Roese, 2008; Epstude et al., 2016). However, in the 

domain of moral judgments, our capacity for imagination also has a dark side. We have already 

reviewed research on how people license themselves to sin by imagining transgressions they 

could have performed, but declined to perform (Effron et al., 2012; Effron et al., 2013), or 

virtues they plan to perform, but have not yet performed (Cascio & Plant, 2015). Whereas that 

research was concerned with moral inconsistency in behaviors, we now consider how 

imagination facilitates moral inconsistency in judgments. Specifically, we examine how 

imagining what might have been (i.e., counterfactual thinking) or what might occur (i.e., 

prefactual thinking) can increase inconsistency in moral judgments of dishonesty, blame, and 

hypocrisy.  

3.2.1 Imagination and moral judgments of dishonesty 

Elizabeth Holmes, the now-disgraced former CEO of Theranos, lied to investors and 

consumers about her company’s patented medical-testing device, falsely claiming it could 

diagnose hundreds of diseases using a single drop of blood. At the same time, Holmes seemed 
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certain that the device would eventually do what she said it already did. Describing her attitude 

towards entrepreneurship, she said, “We will fail over a thousand times till we get this thing to 

work, but we will get it on the 1,001st time” (Parloff, 2014). Did her ability to imagine that the 

device would work in the future help her and others justify lying about the device’s current 

capabilities? Our research suggests that a lie can seem less unethical when people imagine how it 

might become true in the future (Helgason & Effron, in press). In this way, prefactual thinking 

may foster moral inconsistency in judgments. People should be more inclined to excuse the same 

falsehood when it is easy to imagine it coming true at some point.    

In one study, we asked several hundred MBA students how unethical it would be for a 

friend to lie on his resume about knowing financial modelling (Helgason & Effron, in press). We 

randomly assigned half of these students to imagine whether their friend might learn financial 

modelling in the future if, for example, he took a course on the subject. The other half of students 

did not imagine such a prefactual. Results showed that students who imagined whether their 

friend might learn financial modelling in the future thought it was not so bad for him to lie about 

having this skill in the present. Even though the futures people imagine often do not come to pass 

(Buehler et al., 2010; Buehler et al., 1994), students did not need assurance that their friend 

would indeed learn financial modelling in the future. Simply inviting them to imagine whether—

or not—their friend might develop this skill was enough to make the lie seem more excusable. 

The moral inconsistency here is that the same lie seems less unethical when one imagines a 

particular future. 

Prefactual thinking is not the only type of imagination that facilitates moral inconsistency 

in judgments. When the Trump administration falsely claimed his inauguration was the biggest 

in history, Trump’s counselor Kellyanne Conway defended the claim by suggesting that rain 
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“deterred many people from coming,” essentially inviting people to imagine that Trump’s 

inauguration could have been bigger if the weather had been nicer (Rossoll, 2017). Our research 

suggests that this tactic may not convince people that a falsehood is true, but it can reduce how 

harshly they condemn a falsehood (Effron, 2018). In three studies, participants on both sides of 

the political aisle judged false political claims as less unethical when prompted to imagine how 

the falsehoods could have been true if circumstances had been different. In this way, 

counterfactual thinking facilitates inconsistency in moral judgments: The same wrongdoing 

seems less unethical when particular alternatives to the past are top of mind. This phenomenon 

may contribute to inconsistency in moral behavior: People are more likely to lie in situations that 

make it easy to imagine how their lie could have been true (Bassarak et al., 2017; Briazu et al., 

2017; Shalvi et al., 2011). 

 Why will people judge the same falsehood as less unethical when they imagine it could 

have been, or might become, true? We have argued that beliefs about the falsehood’s gist – the 

same factor that can make a falsehood seem less unethical when it fits with our politics 

(Helgason et al., in progress) – affect moral judgments through the following process (Helgason 

& Effron, in press). First, imagining a prefactual or counterfactual scenario may bring to mind 

information that is consistent with that scenario (Klayman & Ha, 1987; Koehler, 1991; Snyder & 

Swann, 1978; Trope & Liberman, 1996). For example, suppose someone knows that fewer than 

25% of legal gun purchases are made without background checks, but imagines the prefactual, 

“If the NRA [National Rifle Association] continues to lobby Congress, then 25% of legal gun 

purchases will be made without background checks.” Imagining this prefactual may prompt this 

person to remember how high-profile politicians spoke at a recent NRA event, to recall reading 
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something about a mass shooter who purchased a gun without a background check, and to 

consider other information suggesting that the prefactual scenario is plausible.  

Next, this information should make the gist of the relevant falsehood seem truer, without 

increasing people’s belief in the falsehood itself. For instance, thinking about the NRA event and 

the mass shooter could make the person think:  Even if it’s not literally true that 25% of legal 

gun purchases are made without background checks, the general point remains that it’s too easy 

to purchase guns without a background check. Finally, this increased belief in the gist of the 

falsehood should make the falsehood seem less unethical to tell. Falsely claiming that “25% of 

legal gun purchases are made without background checks” may not seem so bad if you believe 

that it is too easy to purchase guns without a background check. Our results are consistent with 

this process: Imagining how a falsehood might become true made the gist of a falsehood seem 

truer – and the truer the gist of the falsehood seemed, the less unethical participants thought it 

was to tell (Helgason & Effron, in press).  

So far, we have seen how moral judgments of dishonesty may be inconsistent because 

different possible pasts (counterfactuals) and futures (prefactuals) are salient in different 

situations. Imagination may also increase a different kind of moral inconsistency: The tendency 

to judge falsehoods more leniently when they support your partisan views than when they do not. 

The reason is that a falsehood will seem less unethical when people imagine scenarios in which it 

could have been true or might become true – and people are more willing and able to imagine 

such scenarios when the falsehood fits with their politics (Epstude et al., in press; Tetlock, 1998; 

Tetlock & Henik, 2005; Tetlock & Visser, 2000). 

To test this idea, we recruited American political partisans to judge falsehoods about 

inequality, illegal voting, police violence, and other controversial issues. Half of the falsehoods 
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fit with Democrats’ political beliefs (e.g., “White Americans are 300% more likely to be 

approved for mortgages than Black or Hispanic Americans with the same credentials”) and half 

fit with Republicans’ political beliefs (e.g., “Millions of people voted illegally in the 2016 

presidential election”). We then randomly assigned half of participants to imagine whether the 

claims could have been true (Effron, 2018) or might become true (Helgason & Effron, in press). 

The other half of participants were randomly assigned to a control condition in which they either 

did not imagine anything, or they imagined how an unrelated event could have been true or 

might become true, depending on the study. The results showed that irrespective of whether the 

falsehood fit with participants’ beliefs, imagining how it could have been true, or might become 

true, reduced their condemnation of the falsehood. However, this effect was larger when the 

falsehood fit with participants’ politics. Thus, imagining how a falsehood could have been or 

might become true magnified partisan differences in how harshly people condemned falsehoods 

(see Figures 2 and 3). Additional results suggested that this was because participants had an 

easier time imagining counterfactuals and prefactuals that fit with their politics. In this way, 

imagination increased partisans’ morally inconsistent tendency to condemn falsehoods that fit 

with their politics less than falsehoods that do not. 

3.2.2 Imagination and moral judgments of blame 

 We have now presented several examples of how imagined scenarios can promote moral 

inconsistency. For example, people are more likely to express prejudice when they can easily 

imagine racist behaviors they never performed (Effron et al., 2012), and more likely to excuse 

dishonesty when they can easily imagine how a lie could have been – or might become – true 

(Effron, 2018; Helgason & Effron, in press). However, moral inconsistency can emerge not only 
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from the specific scenarios imagine, but also from the conclusions people draw from those 

scenarios (Epstude et al., in press). 

Consider the fact that the U.S. and North Korea never went to war during Donald 

Trump’s presidency – but that some observers worried they might. In the summer of 2017, 

Trump and North Korean leader Kim Jong-un exchanged bellicose messages which – it is 

possible to imagine – could have escalated into a firing war (see Baker & Sang-Hun, 2017). How 

much blame does Trump deserve for “almost” starting a war? Classic research suggests that the 

answer will depend on how close you think Trump came to provoking war; in general, the closer 

someone came to causing or allowing a negative event, the more blame they receive (Johnson, 

1986; Miller & McFarland, 1986). But exactly how much does the imagined closeness of an 

event influence blame judgments? We predicted that partisanship would play a role. Trump 

opponents might be motivated to blame Trump for any negative event – even one that never 

occurred. Thus, his opponents might be more likely than his supporters to view the imagined 

closeness of war as a compelling reason to blame him. More generally, the closer people imagine 

a negative event came to occurring, the more they should blame a leader for “almost” allowing it 

to occur – but particularly among people who dislike the leader.  

To test this prediction, we (Epstude et al., in press) showed participants eight descriptions 

of counterfactual political events, half of which could plausibly have occurred during the Trump 

administration (e.g., war with North Korea in the summer of 2017) and half of which could 

plausibly have occurred during the Biden administration (e.g., renewed war with the Taliban in 

the summer of 2021). Participants had to rate how close they thought each counterfactual event 

came to occurring, and how much they blamed the relevant president for “nearly” allowing its 

occurrence. The results showed that, consistent with prior work (Johnson, 1986; Miller & 
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McFarland, 1986), the closer people thought the negative event came to occurring, the more they 

blamed the relevant president for “nearly” allowing it. Going beyond prior work, the magnitude 

of this effect was larger when participants opposed (vs. supported) the relevant president (see 

Figure 4). Thus, participants not only blamed the president they opposed more than the president 

they supported – a straightforward effect of partisanship – they also gave more weight to the 

imagined closeness of a negative counterfactual event when they were assigning blame to a 

president they opposed versus supported. It is morally inconsistent to use different standards of 

evidence when assigning blame to different individuals. Here, partisans used a weaker standard 

of evidence – how “close” they imagined a negative event came to occurring – when assigning 

blame to leaders they oppose than to leaders they support.    

3.2.3 Imagination and moral judgments of hypocrisy 

In the study just reviewed, people applied moral standards inconsistently, drawing on 

counterfactual thoughts to blame a leader they support more than a leader they oppose. 

Counterfactual thinking may also lead people to accuse others of applying moral standards 

inconsistently. Consider how commentator Jesse Watters defended President Trump for his 

response to COVID-19: “What would the media say if Barack Obama were president during the 

Coronavirus Pandemic and handled it the same way as @realDonaldTrump?” Watters elaborated 

on his cable news show: “It goes something like this: ‘Barack Obama putting politics aside and 

sacrificing’” (Watters, 2020). Watters is inviting us to imagine a counterfactual world in which 

the media showed a politically motivated double standard by praising Obama for the exact same 

behavior they condemned in Trump. In other words, he is accusing the media of counterfactual 

hypocrisy. Of course, Barack Obama was not president during the pandemic, so it is impossible 

to know for sure if his handling of the pandemic would have compared to Trump’s, or how the 
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media would have reacted. Nonetheless, our research suggests that this type of counterfactual 

thinking can indeed make critics of the leaders you support seem hypocritical (Helgason & 

Effron, 2022). 

In one study (Helgason & Effron, 2022, Study 2b), we showed Obama supporters and 

Trump supporters criticisms that media commentators had made of various actions by Barack 

Obama (e.g., attending a baseball game shortly after learning of terrorist bombings) and Donald 

Trump (e.g., playing golf during the funerals of victims of a high school shooting). Thus, half of 

the criticisms targeted a president whom participants supported, and the other half targeted a 

president whom they opposed. By random assignment, we prompted half the participants to 

imagine how harshly the media commentator would have criticized the other president for the 

same action. For example: “Suppose that Barack Obama [rather than Trump] had been the one to 

play golf during the funerals of victims of a high school shooting – how harshly would [the 

commentator] have criticized Obama for this action?” This condition affords participants an 

opportunity to imagine the commentator displaying a politically motivated double standard. The 

other half of participants were prompted to imagine how harshly the media commentator would 

have criticized the same president’s vice president for the same action. For example: “Suppose 

that Mike Pence [rather than Trump] had been the one to play golf during the funerals of victims 

of a high school shooting – how harshly would [the commentator] have criticized Pence for this 

action?” This condition prompts counterfactual thinking, but affords little opportunity to imagine 

a politically motivated double standard. Finally, for the dependent measure, all participants rated 

how hypocritical they found the original criticism (e.g., of Trump for playing golf).  

The results showed that, when participants considered a criticism of the president they 

supported, prompting them to imagine how harshly the media commentator would have 
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criticized the other president for the same behavior made them judge the critic as more 

hypocritical. Thus, participants condemned media commentators for politically motivated double 

standards that the commentators had not literally displayed – but that participants imagined they 

would have displayed if given the chance.  

This counterfactual hypocrisy effect emerged among Obama and Trump supporters, but 

did not emerge when people considered media criticism of a politician they opposed (see Figure 

5). Additional results suggested two reasons why. First, only when considering a criticism of a 

president they supported did participants imagine that the critic would have shown a politically 

motivated double-standard. For example, when considering a media commentator’s criticism of 

Obama for attending a baseball game after terrorist bombings, Obama supporters (and not Trump 

supporters) imagined that the commentator would have criticized Trump less harshly if he had 

been the one to attend a game after such bombings. Likewise, when considering the 

commentator’s criticism of Trump for playing golf during the funeral of victims of a high school 

shooting, Trump supporters (and not Obama supporters) imagined that the commentator would 

have criticized Obama less harshly if Obama had been the one to play golf during the funeral. In 

this way, partisanship predicted the specific counterfactual scenarios that people imagined.   

Second, partisanship also predicted the conclusions that people drew from the 

counterfactual scenario they imagined. When participants considered a criticism of the president 

they supported, the harsher they imagined the critic would have criticized the other president for 

the same action, the more hypocrisy they attributed to the critic. In contrast, when participants 

considered a criticism of the president they opposed, attributions of hypocrisy did not depend on 

the harshness of the imagined criticism (see Figure 6). For example, when Obama supporters 

(but not Trump supporters) considered the media’s criticism of Obama’s baseball game 
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attendance, the harsher they imagined the media would have criticized Trump for the same 

behavior, the more hypocritical they found the media. Similarly, when Trump supporters (but not 

Obama supporters) considered the media’s criticism of Trump’s golfing, the harsher they 

imagined the media would have criticized Obama for the same behavior, the more hypocritical 

they found the media critic. When the media criticizes someone we oppose, we may require 

actual evidence of motivated inconsistency to perceive hypocrisy. When the media criticizes 

someone we support, imagined evidence may suffice.  

These results show how imagination can facilitate moral inconsistency in judgments of 

hypocrisy in two ways. First, people may not judge someone as particularly hypocritical until 

they imagine what that person would have done if circumstances had been different. Second, 

imagination increases partisan differences in judgments of hypocrisy. The same criticism may 

seem more hypocritical if it targets a political leader you support than if it targets one you oppose 

– and imagination can amplify this inconsistency (see Figure 5). 

3.2.4 Summary: Imagination as a source of moral inconsistency 

In this section, we have shown how mentally simulating what could have been or what 

might come to pass facilitates inconsistencies in moral judgements of others’ behavior. People 

will condemn the same falsehood less harshly when they imagine how it could have been true or 

might become true (Effron, 2018; Helgason & Effron, in press); they will weigh imagined, 

negative events more heavily when assigning blame to someone they dislike compared to 

someone they like (Epstude et al., in press); and they will be more likely to condemn a critic they 

dislike as hypocritical if they imagine that the critic would have shown double standards if given 

the chance (Helgason & Effron, 2022). Why? Imagination provides moral flexibility in at least 

two ways. First, people may imagine alternatives to reality—counterfactuals and prefactuals—
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that support their desired conclusions. Second, people place greatest weight on imagined events 

that help them reach these desired conclusions.  

The findings reviewed in this section also shed light on moral inconsistencies that fall 

along partisan lines. Partisans may form very different moral judgments about the same event 

even when they agree on the facts – in part because they do not agree on the prefactuals or the 

counterfactuals. Partisans may disagree about whether a falsehood could have been true or might 

become true, whether a president should be blamed for almost starting a war, and whether the 

media would have criticized opposing politicians differently for the same behavior. Imagination 

may be particularly conducive to partisan conflict because unlike claims about facts, claims 

about what could have occurred in the past or might occur at some unspecified point in the future 

cannot be falsified. 

3.3 Repetition as a source of moral inconsistency 

In addition to motivation and imagination, a third reason for inconsistency in people’s 

moral judgments of others’ behavior is repetition. All else equal, repeated exposure to the same 

moral violation can make it seem less unethical to commit (Effron, in press; Effron & Raj, 2020). 

As a result, people’s moral judgments of a wrongdoing may become less severe as they become 

more familiar with it – a pattern of moral inconsistency across time. This moral repetition effect 

occurs even when the repetitions have been spaced out over a period of two weeks (Pillai et al., 

in preparation). 

 The first experimental evidence for the moral repetition effect came from a series of 

studies on moral judgments of fake news (Effron & Raj, 2020). Previous research showed that 

misinformation seemed truer when repeatedly encountered (e.g., Dechêne et al., 2010; 

Pennycook et al., 2018; Pillai & Fazio, 2021). We wondered whether misinformation that people 
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knew was false would seem less unethical to spread when repeatedly encountered. Participants in 

our studies rated how unethical it would be to publish or share each of several fake-news 

headlines on social media. The studies clearly identified these headlines to participants as false. 

Half of the headlines had been shown to participants earlier in the study, and the other half had 

not. Consistent with the moral repetition effect, participants rated the headlines they had 

previously seen as less unethical to publish and share than the headlines they were seeing for the 

first time.  

 What explains this moral-repetition effect? At the time, we drew on a distinction in 

cognitive psychology (e.g., Newman et al., 2012; Shidlovski et al., 2014) between what people 

explicitly believe (“in their head”) and what they intuitively feel is true (“in their gut”). We 

speculated that repetition might make fake news feel intuitively truthful even when people do not 

explicitly believe it – and that the more intuitively truthful a piece of fake news feels, the less 

unethical it seems to spread.  

However, follow-up work failed to support a key prediction of this mechanism. If 

repetition affects moral judgments by making misinformation feel intuitively truthful, then 

repetition should affect moral judgments of misinformation more than moral judgments of 

wrongdoing that is unrelated to misinformation. Yet the moral-repetition effect replicates with a 

similar effect size even when people judge moral transgressions that are unrelated to 

misinformation (Effron, in press): from corporate transgressions (e.g., a cosmetics company 

harming a test monkey), to more ordinary misdeeds (e.g., leaving the scene of a car accident), to 

violations of six “moral foundations” (e.g., having sex with a frozen chicken; see Graham et al., 

2013).  
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 Instead, an affective mechanism seems to explain the moral repetition effect. A 

foundational principle in contemporary moral psychology is that affect, more than reasoning, 

drives moral judgment (Greene & Haidt, 2002; Haidt & Kesebir, 2010). When we first hear 

about a wrongdoing, we may experience a “flash of negative affect” (Haidt, 2001, p. 998). The 

more intense that affective flash is, the more negative our moral judgments will be. However, 

when we subsequently encounter the same wrongdoing, we may experience less-intense negative 

affect, for two reasons. First, people habituate to negative stimuli after repeated exposure (e.g., 

Campbell et al., 2014; Dijksterhuis & Smith, 2002; Hoffman & Kaire, 2020; Leventhal et al., 

2007). Second, people may spontaneously “explain away” the wrongdoings, reducing their 

potency by generating reasons why they are not so bad (Wilson & Gilbert, 2008). In either case, 

the less-intense affective reaction would dampen people’s moral condemnation of the 

wrongdoing.  

Two findings provide direct evidence for this affective mechanism. First, people rate their 

affective reactions to a wrongdoing as weaker when they have previously encountered that 

wrongdoing earlier in the study, and affective reactions mediate the relationship between 

repetition and moral judgment (Effron, in press; Pillai et al., in preparation). Second, instructing 

people to form their moral judgments based on reason instead of emotion eliminates the moral-

repetition effect (Effron, in press). Thus, it appears that affective desensitization can explain this 

effect.  

 In short, our moral outrage about transgressions ebbs over time as we hear more and 

more about them. In this way, as other moral psychologists have observed (Avramova & Inbar, 

2013; Bloom, 2017; Greene et al., 2008; Slovic, 2007; Small et al., 2007; Strohminger et al., 
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2011), our reliance on affect to form moral judgments makes these judgments susceptible to 

moral inconsistency. 

4. Tolerating others’ moral inconsistency 

 In the first two parts of this chapter, we discussed why people’s own moral behavior can 

be inconsistent, and why their moral judgments of others’ behavior can be inconsistent. We now 

consider why people sometimes condone others’ moral inconsistency. Our focus is on how 

people react to others’ “word-deed misalignment” (Simons, 2002) in the moral domain – 

inconsistencies between the virtues they preach and the vices they practice. One reason for our 

focus is that word-deed misalignment is the type of moral inconsistency that has received the 

most attention in research on person perception (for a review, see Effron, O’Connor, et al., 

2018). Another reason is that an actor’s word-deed misalignment in the moral domain can have 

very negative social consequences for the actor (e.g., Kreps et al., 2017). A third reason is that 

people are frequently confronted with word-deed misalignment in the real world – at work when 

a manager “says one thing but does another” (e.g., Simons et al., 2007), at home when a parent 

tells you to “do as I say, not as I’ve done” (Effron & Miller, 2015), or in the news when leaders 

violate the very policies they implement (Leslie, 2020).  

  People often respond negatively to others’ word-deed misalignment. The same 

wrongdoing receives harsher condemnation, may be punished more severely, and can cause more 

lasting reputational damage when the wrongdoer has previously preached against it (Bhatti et al., 

2013; Effron, Markus, et al., 2018; Grover & Hasel, 2015; Laurent et al., 2013; Powell & Smith, 

2012). Managers who chronically “say one thing but do another” are regarded with less trust and 

inspire less motivation than managers who “walk their talk” (Simons, 2002; Simons et al., 2014). 

People appear be so averse to word-deed misalignment that they will penalize an employee for 
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failing to practice a value that his or her organization preached, even if the employee never 

endorsed the value him or herself (Effron, Lucas, et al., 2015). Together, these findings support 

an intuitive inclusion: People hate hypocrisy (Gilbert & Jones, 1986). 

 However, recent research demonstrates that people do not always respond negatively to 

others’ word-deed misalignment. People may hate hypocrisy, but not all word-deed 

misalignment “counts” as hypocrisy in people’s minds (Alicke et al., 2013; Effron, O’Connor, et 

al., 2018; Jordan et al., 2017). In this section, we highlight situations in which people are more 

tolerant of others’ inconsistency; then, we review two theories explaining why. 

4.1 When inconsistency is not so hypocritical 

 Reviewing the literature on hypocrisy, Effron, O’Connor, and colleagues (2018) 

identified several factors that reduce the apparent hypocrisy of word-deed misalignment, four of 

which we highlight here.  

4.1.1 Order of practicing and preaching 

People think it is more hypocritical for someone to preach safe sex, and subsequently 

have unprotected sex, than they think it is for someone to have unprotected sex, and 

subsequently preach safe sex (Barden et al., 2005). More generally, failing to practice what you 

preach seems more hypocritical than preaching against what you used to practice (see also 

Wagner et al., 2009). The degree of inconsistency is identical in both cases, but when the 

preaching follows the practicing, people assume the preacher has had a change of heart – in their 

view, the preaching represents a sincere attempt to promote others’ virtue rather than a 

hypocritical attempt to disguise one’s own vice. This effect is particularly pronounced when 

people judge the inconsistency of an ingroup member as opposed to an outgroup member 

(Barden et al., 2014). Because people are inclined to give ingroup members the benefit of the 
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doubt, preaching against what you used to practice is more likely to be interpreted as evidence 

that an ingroup member (vs. outgroup member) “turned over a new leaf.” 

4.1.2 Suffering for misdeeds  

Consider a professor who had an affair with one of his undergraduate students 40 years 

ago, but now advises his junior colleagues to avoid romantic relationships with students. Such 

moral inconsistency tends to seem hypocritical (though less so than if the professor had begun 

the affair after offering the advice; Barden et al., 2005). However, if the affair had left the 

professor fired, divorced, and ostracized by his peers and students, then his subsequent preaching 

might seem less hypocritical. More generally, suffering for your misdeeds in the past may reduce 

how hypocritical it seems to preach against them in the present. 

 Several studies provide support for this idea (Effron & Miller, 2015). People thought that 

actors were more entitled to preach against their former misdeeds – from sexual indiscretions, to 

smoking, to fraud – if they had suffered for their misdeeds. Mediation analysis suggested that 

this effect could be explained by suffering making the preaching seem less hypocritical and self-

righteous.  

4.1.3. Ambiguity of wrongdoing 

 A White manager who has a history of endorsing racial equality would be a hypocrite if 

he promoted five White employees over two Black employees while claiming that Black people 

are unsuitable for management. However, consider if he instead claimed that in this particular 

case, the five White employees were simply more qualified. Absent other information, his 

promotion decision is now ambiguous; the racial imbalance could reflect racial prejudice, or it 

could be a coincidence. Evidence suggests that, unsurprisingly, blatantly transgressing a 

particular value (e.g., racial equality) seems more hypocritical if you have previously endorsed 
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that value than if you have not – but ambiguously transgressing a value (e.g., making a decision 

that might or might not represent racial discrimination) elicits more positive reactions from 

observers if you have previously endorsed that value than if you have not (Effron & Monin, 

2010). The reason is that endorsing a value grants people moral credentials, which in turn can 

make ambiguous (but not blatant) transgressions seem less wrong (see also Krumm & Corning, 

2008; Polman et al., 2013; Thai et al., 2016). Observers think that the manager’s ambiguous 

decision not to promote the Black employees is less likely to have been motivated by racism 

when he has a history of endorsing racial equality.  

4.1.4. Culture 

People in interdependent cultural contexts (e.g., Japan and Indonesia), compared to those 

in independent cultural contexts (e.g., the U.S.), express less moral condemnation of individuals 

who fail to practice what they preach (Dong et al., 2022; Effron, Markus, et al., 2018; see also 

Friedman et al., 2018). What underlies these cultural differences? The data suggest that culture 

influences how people interpret others’ preaching (Dong et al., 2022; Effron, Markus, et al., 

2018). In independent cultural contexts, people tend to impute selfish motives for preaching 

against a vice one practices. Through the lens of independent contexts, this moral inconsistency 

presumably seems hypocritical, reflecting an attempt to appear more virtuous than one actually 

is. By contrast, in interdependent cultural contexts, people tend to impute more other-oriented 

motives for preaching against a vice that one practices. Through the lens of interdependent 

contexts, the same moral inconsistency presumably seems less hypocritical; preaching seems like 

a genuine attempt to help others be more virtuous despite being unable to always act virtuously 

oneself.  

4.2 When does inconsistency count as hypocrisy? 
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The hypocrisy findings reviewed thus far challenge early approaches to hypocrisy in 

social psychology and organizational behavior, which simply equated hypocrisy with 

inconsistency (Greenbaum et al., 2015; Simons, 2002; Tedeschi et al., 1971). Other scholars 

have argued that this view of hypocrisy is problematic from a normative perspective; not all 

inconsistencies should count as hypocrisy (Monin & Merritt, 2012; Szabados & Soifer, 2004). 

The findings we reviewed show that it is also problematic from a descriptive perspective. That is, 

in the minds of laypeople, not all inconsistencies do count as hypocrisy (see also Alicke et al., 

2013; Laurent & Clark, 2019). 

Instead, whether people condemn inconsistency seems to depend on how they interpret it.  

In this sense, hypocrisy appears to be a morally discrediting interpretation of inconsistency (Cha 

& Edmondson, 2006; Effron, Markus, et al., 2018) – one that people are more inclined to make 

in some situations and cultures than in others. Two recent theories of hypocrisy judgments agree 

on this point, but disagree on the nature of this interpretation. We describe each theory in turn.  

4.2.1 The false-signaling theory 

One theory posits that inconsistency is only hypocritical if it involves falsely signaling to 

others that one’s future behavior will be virtuous (Jordan et al., 2017). In this view, someone 

who preaches against a particular vice implicitly communicates that they will not personally 

commit that vice; when they do commit the vice, they reveal that their communication was 

deceptive. Thus, a swimmer who uses performance-enhancing drugs will be evaluated more 

negatively if he previously criticized others for using such drugs than if he did not, because his 

criticism falsely signaled to others that he would not use such drugs himself. 

The false-signaling perspective can explain why word-deed misalignment seems less 

hypocritical when the deeds precede the words, when the actor has suffered for deeds, when the 
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deeds are only ambiguously bad, or when the observer is in an interdependent cultural context 

(Effron, O’Connor, et al., 2018). It is plausible that each of these situations makes the words 

seem less like a false signal about future behavior. For example, in interdependent (vs. 

independent) cultural contexts, people may be less likely to interpret preaching against a 

behavior as a signal about one’s future behavior (Friedman et al., 2018). Preaching against your 

own misdeeds may seem less like a false signal of virtue when you have suffered for the 

misdeeds, perhaps because suffering suggests you have genuinely forsworn the misdeeds (Effron 

& Miller, 2015).  

In direct support of the false-signaling theory, Jordan and colleagues (2017) found that 

people will evaluate another person’s moral inconsistency less negatively if the other person 

voluntarily discloses the inconsistency. For example, participants evaluated someone who pirates 

music more negatively if that person had previously stated that pirating music is wrong – unless 

the person had simultaneously admitted to occasionally downloading music herself. In the latter 

case, the person failed to practice what she preached, but ensured that the preaching did not 

falsely signal her virtue.  

However, the false-signaling perspective cannot account for all documented cases of 

people interpreting moral inconsistency as hypocrisy. Consider a tobacco executive who secretly 

and anonymously donates to an anti-smoking cause, or a casino executive who secretly and 

anonymously donates to an anti-gambling cause. These executives are not falsely signaling to the 

public that they will act virtuously in the future; if anything, their leadership position in a “sin 

industry” signals the opposite. Yet, our research suggests that people do judge the inconsistency 

between the executives’ public appearance and private virtues as hypocritical in such cases 
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(O’Connor et al., 2020). We need a different theory of “what counts” as hypocrisy to explain 

these cases. 

4.2.2 The moral-benefits theory 

An alternative to the false-signaling perspectives is that an actor’s moral inconsistency 

will only seem hypocritical if it suggests that the actor is claiming an “undeserved moral benefit” 

(Effron, O’Connor, et al., 2018, p. 65). Moral benefits are intra- or inter-personal rewards that 

must be earned through moral behavior or character, and include the right to appear and feel 

virtuous, to influence others’ moral behavior, and to pass judgment on the virtue of the choices 

others have made. For example, observers may assume that an environmental advocate appears 

moral to others, feels good about herself, tells others to engage in costly environmental behaviors 

(e.g., to purchase an electric car, or to buy carbon offsets), and looks down on those who forgo 

these behaviors. In the eyes of observers, she is entitled to these moral benefits if she does the 

hard work of upholding these environmental values herself. However, if she drives a high-

emissions vehicle, eschews carbon offset, and never takes the time to recycle, observers would 

think she is a hypocrite for enjoying these moral benefits while avoiding the inconvenience and 

financial cost required to actually help the environment. In this way, hypocrites are like free 

riders. They claim benefits for themselves without paying the requisite price (Effron, O’Connor, 

et al., 2018; Jordan et al., 2017). 

Like the false-signaling theory, the moral-benefits theory can account for the moderators 

of hypocrisy perceptions reviewed above (see Effron, O’Connor, et al., 2018). For example, in 

interdependent (vs. independent) cultural contexts, people may be less likely to view preaching 

as a personal benefit, and instead view it as a social obligation (Effron, Markus, et al., 2018). As 

another example, preaching against a misdeed you yourself have committed seems hypocritical 
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because it involves enjoying both the tangible benefit of committing the misdeed and the moral 

benefit of preaching; however, suffering for the misdeed reduces the apparent hypocrisy by 

offsetting these benefits with a cost (Effron & Miller, 2015). “Paying a price” for the misdeeds 

makes the moral benefits of preaching seem somewhat more deserved.  

The moral-benefits theory encompasses the false-signaling theory (O’Connor et al., 

2020). The appearance of virtue is a moral benefit, so falsely signaling your virtue is tantamount 

to claiming a moral benefit you do not deserve. However, the moral-benefits theory is also 

broader than the false-signaling theory because the appearance of virtue is not the only moral 

benefit someone can claim. Thus, the moral-benefits theory can account for findings that the 

false-signaling theory cannot. Consider again the tobacco executive who seems hypocritical for 

secretly and anonymously donating to an anti-tobacco cause. People think he is hypocritical even 

though he is not sending false signals about his future behavior to others. He seems hypocritical 

not because he appears more virtuous than he acts, but because he feels more virtuous than he 

deserves (O’Connor et al., 2020). People infer that by throwing some money to an anti-tobacco 

cause, he is “buying off his own conscience on the cheap,” alleviating his guilt for profiting from 

others’ addiction.  

In a study supporting this interpretation (O’Connor et al., 2020, Study 5), we asked 

participants to read an article about a pharmaceutical executive who promoted dangerous and 

addictive painkillers, despite knowing about their risks, and who secretly made an anonymous 

donation to an art museum (modeled on members of the real-world Sackler family, who sold the 

painkiller OxyContin; Van Zee, 2009). Participants in one condition read no further information 

(control condition). Those in another condition read that his donation was motivated by guilt 

about promoting the painkillers, and that the donation successfully alleviated his guilt (guilt-
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relief condition). Participants in a third condition also read that guilt motivated his donation, but 

that in the event, the donation was ineffective at alleviating his guilt (guilt-persists condition).  

 The results (shown in Figure 6) showed that people thought the executive was more of a 

hypocrite in the guilt-relief condition than in the other two conditions. What seemed hypocritical 

to people about his donation was not that it was motivated by guilt. In fact, they perceived him as 

less of a hypocrite when he continued to feel guilty after the donation than in the condition that 

described the donation with no mention of guilt, consistent with the idea that guilt is a “moral 

emotion” that signals positive moral character (Barasch et al., 2014; Stearns & Parrott, 2012). 

Instead, what seemed hypocritical was that the donation cleansed his conscience more than 

participants thought it should have. Consistent with the moral-benefits theory, the data also 

showed that participants in the guilt-relief condition were more likely than participants in the 

other conditions to believe that he felt more virtuous than he deserved.  

These results support the undeserved moral-benefits theory over the false-signaling 

theory. Falsely signaling your virtue may be sufficient to seem hypocritical, but is it not 

necessary. Instead, people will condemn you as a hypocrite if they think you are enjoying an 

undeserved moral benefit, even if that moral benefit is simply feeling more virtuous than you 

deserve.  

4.3 Summary: Tolerating others’ moral inconsistency 

 How do people respond to moral inconsistency between what others practice and preach 

(i.e., word-deed misalignment)? Such inconsistencies often receive condemnation as hypocrisy – 

but not always. People are more tolerant of inconsistencies between practicing and preaching 

when others’ practice first and preach later, suffer for their misdeeds, engage in ambiguous 

transgressions, and are from interdependent cultures (see Effron, O’Connor, et al., 2018). To 
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understand when and why people condemn inconsistency, we reviewed two theories of “what 

counts” as hypocrisy – the false-signaling and the moral-benefits theories. Although both 

theories can account for why word-deed misalignment only seems hypocritical in some 

situations, only the moral-benefits theory can explain why people think it is hypocritical to feel 

more virtuous than you deserve (O’Connor et al., 2020).  

5. Discussion 

People show a surprising degree of, and tolerance for, inconsistency in their moral lives. 

The present chapter reviewed our research on moral inconsistency, asking why people 

sometimes behave in morally inconsistent ways themselves, make morally inconsistent 

judgments of others’ behavior, and tolerate others’ moral inconsistencies. 

First, we argued that moral inconsistency in people’s own behavior arises, in large part, 

from their ability to convince themselves they have a license to sin. People who normally act 

virtuously will act less-virtuously in situations that afford them a psychological license. We 

discussed how people feel more comfortable acting in morally questionable ways if they can 

point to evidence of virtue in their behavioral history – even if the evidence comprises only 

trivial virtues, or imagined behaviors that one has not actually performed (i.e., counterfactual 

sins or prefactual virtues). Beyond behavioral history, we next discussed how people can derive a 

license from others. Getting “vice advice” from an individual, holding membership in an 

entitative group, or observing a political event in a society can disinhibit people to lie and 

express prejudice. Beyond licensing, we highlighted how fluctuations in temptation across 

situations can promote morally inconsistent behavior. When psychological license increases, 

people feel less inhibited from acting on temptation; when temptation increases, people feel more 

compelled to act, even if the degree of license they feel has not changed. Together, this research 
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reveals how inconsistency in people’s moral behavior results from the push and pull of 

psychological license and temptation.  

Next, we highlighted three factors that promote moral inconsistency in judgments of 

others’ behavior: motivation, imagination, and repetition. Regarding motivation, people excuse 

themselves, ingroup members, and political allies more than others, outgroup members, and 

political opponents; regarding imagination, people inconsistently condemn falsehoods, attribute 

blame, and ascribe hypocrisy based on the counterfactuals and prefactuals that they imagine; 

and, regarding repetition, people condemn transgressions less severely over time with repeated 

exposure. Together, this section highlights novel findings that help to explain the common calls 

of inconsistent treatment of others’ moral transgressions on social media platforms and in 

politics. 

Finally, we argued that people will tolerate someone who fails to practice what he or she 

preaches when they do not interpret such moral inconsistency as hypocrisy. We reviewed several 

situations in which this inconsistency seems less hypocritical: when the preaching comes after 

the practicing, when the preacher suffers for what he or she has practiced, when the preacher’s 

wrongdoing is ambiguous, and when the inconsistency is viewed through the lens of an 

interdependent cultural context. Synthesizing these situations, we argued that inconsistency 

between an actor’s words and deeds only seems hypocritical if people think the actor has claimed 

an undeserved moral benefit. 

5.1 Don’t people hate inconsistency? 

The moral-benefits theory, discussed earlier, helps explain why people tolerate others’ 

moral inconsistency between their words and deeds. What explains why people tolerate their own 

moral inconsistencies? A foundational assumption in social psychology is that people hate 
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inconsistency (e.g. Cialdini et al., 1995; Festinger, 1957; Heider, 1958; Osgood & Tannenbaum, 

1955; Tedeschi et al., 1971). Given the importance of morality in people’s self-views and social 

lives (Aquino & Reed, 2002; Goodwin et al., 2014; Strohminger & Nichols, 2014), one might 

think it would be challenging to find examples of moral inconsistency in people’s behavior and 

judgments. Yet in the present chapter, we have reviewed a wide array of situations in which 

people display moral inconsistency.  

 In our view, the findings we have reviewed are not actually incompatible with prior work. 

Our review has focused on examples of moral inconsistencies among behaviors (e.g., doing 

good, then doing bad) and moral inconsistencies among judgments (e.g., condemning one person 

while condoning another for the same behavior). By contrast, prior work (particularly research 

on cognitive dissonance theory) examines inconsistencies among cognitions (see Aronson, 1969; 

Festinger, 1957; Gawronski & Brannon, 2019) – that is, in how people think about their 

behaviors and judgments. There are several reasons why people could display moral 

inconsistencies among their behaviors or judgments without experiencing inconsistencies in the 

way they think about these behaviors or judgments. As the next sections describe, they could fail 

to notice the inconsistencies among behaviors or judgments, trivialize or tolerate these 

inconsistencies, or believe they have a good reason for these inconsistencies. As we explain, 

each of these reasons fits with the tenets of cognitive dissonance theory.  

5.1.1 Failure to notice inconsistency 

Sometimes, people may simply fail to notice their inconsistencies. Some of the evidence 

for moral inconsistency we have reviewed comes from between-participants experiments, in 

which participants in the experimental condition display different moral judgments or behaviors 

than participants in the control condition (e.g., Effron, 2018; Helgason & Effron, in press). The 
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results of such experiments allow us to infer that the average participant’s moral judgement or 

behavior would have been different if randomly assigned to one condition or another – but this 

inference is not salient to participants themselves because they only experience one condition. 

The real world often resembles a between-participant paradigm in that we only experience one 

version of history. A political partisan might condone a lie after imagining how it might become 

true in the future, not realizing that she would have been less inclined to condone the same lie if 

she had not imagined this future scenario. In line with this explanation, the cognitive dissonance 

literature finds that people only feel uncomfortable about inconsistency among their cognitions if 

they hold such cognitions in mind simultaneously (McGregor et al., 1999). Thus, people may 

feel comfortable with moral inconsistency in part because they are unaware of it. 

5.1.2 Trivializing and tolerating inconsistencies 

Other times, however, people do notice their moral inconsistencies. Consider the moral 

self-licensing paradigm, in which people engage in morally questionable behavior because they 

have just acted virtuously (see Effron & Conway, 2015). People are presumably aware that doing 

bad immediately after doing good represents some degree of inconsistency, yet they nonetheless 

seem comfortable with such inconsistency. The explanation for this comfort may depend on 

which of the licensing mechanisms discussed earlier is operating: moral credentials or moral 

credits. 

According to the moral-credentials mechanism, acting virtuously makes subsequent 

morally questionable behaviors seem less bad (Monin & Miller, 2001). “Doing bad” after “doing 

good” should feel less inconsistent when the good deeds reduce how wrong the bad deeds seem. 

As noted, cognitive dissonance theory emphasizes that people are averse to inconsistencies in 

their cognitive interpretations of their behaviors (Festinger, 1957; Gawronski & Brannon, 2019). 
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By changing how people interpret their bad deeds, the moral-credentials mechanism may allow 

people to interpret their behaviors as only trivially inconsistent (see Simon et al., 1995).  

Alternatively, according to the moral-credits mechanism, good deeds offset bad ones, 

allowing one to commit moral violations while maintaining a moral-enough self-concept (Miller 

& Effron, 2010; Nisan, 1991). In this way, people may be willing to accept inconsistencies 

among their moral behaviors as long as they can view their underlying character as moral (see 

also Steele, 1988). Thus, whereas the moral-credentials mechanism may reduce how much 

inconsistency people perceive among their moral behaviors, the moral-credits mechanism may 

instead increase people’s tolerance for any inconsistencies they do perceive (Harmon-Jones et 

al., 2009).  

5.1.3 Believing our moral benefits are deserved  

Above, we discussed how people are sometimes willing to excuse others’ word-deed 

misalignment. What about people’s own word-deed misalignment? On one hand, making people 

mindful of inconsistencies between what they practice and what they preach can motivate them 

to align their practicing and preaching (Aronson et al., 1991; Bruneau et al., 2018; Bruneau et al., 

2020; Fointiat, 2004; Stone & Fernandez, 2008). For example, when undergraduates were 

induced to preach about the importance of safe sex and, later, to reflect about how they had not 

practiced safe sex themselves, they subsequently took more free condoms from a bowl (Stone et 

al., 1994). Thus, people may strive to avoid blatant moral inconsistencies, and to correct such 

inconsistencies when committed.  

On the other hand, it is not uncommon for people to fail to practice what they preach, as 

observers of the human condition have told us for millennia (e.g., Buddha in the Dhammapada, 

verse 252; Jesus in Matthew 7:3-5). Extrapolating from the work on judging others’ word-deed 
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misalignment suggests one possible answer. Even when people notice themselves failing to 

practice what they preach, they may not interpret this moral inconsistency as hypocrisy. That is, 

people may rarely perceive their inconsistency as indicating they have enjoyed an undeserved 

moral benefit. Once people have experienced a tangible benefit, they convince themselves that 

they deserved it (Diekmann et al., 1997); the same principle may apply to moral benefits. For 

example, a person who manages to appear virtuous despite acting less-than-virtuously is likely to 

defend themselves as deserving of that appearance – perhaps because they believe they are a 

good person deep down (Effron & Monin, 2010), because they think have “paid a price” for 

acting less-than-virtuously (Effron & Miller, 2015), because they know they feel guilty about 

acting less-than-virtuously (O’Connor et al., 2020), or even because they did not intend to signal 

virtue to others (Jordan et al., 2017). (Cognitive-dissonance theorists might characterize such 

processes as “adding consonant cognitions;” see Festinger, 1957). In short, people may be 

inclined to make charitable attributions for moral inconsistencies between their words and deeds.  

5.2 The benefits of moral inconsistency 

The present chapter has focused on the negative consequences of moral inconsistency. 

We have highlighted how the factors that promote moral inconsistency can allow people to lie, 

cheat, express prejudice, and reduce their condemnation of others’ morally suspect behaviors 

ranging from leaving the scene of an accident to spreading fake news. At the same time, people’s 

apparent proclivity for moral inconsistency is not all bad. 

One reason is that, in situations that pit competing moral values against each other, moral 

inconsistency may be unavoidable. For example, when a friend asks whether you like her 

unflattering new haircut, you must either say no (which would be inconsistent with your usual 

kind behavior) or yes (which would be inconsistent with your usual honest behavior; Levine et 
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al., 2020). If you discover corruption in your workplace, you might need to choose between 

blowing the whistle (which would be inconsistent with your typically loyal behavior towards the 

company) or staying silent (which would be inconsistent with your typically fair behavior; 

Dungan et al., 2015; Waytz et al., 2013).  

Another reason is that people who strive for perfect moral consistency may incur steep 

costs. They may be derogated and shunned by others, who feel threatened and judged by these 

“do-gooders” (Howe & Monin, 2017; Minson & Monin, 2012; Monin et al., 2008; O’Connor & 

Monin, 2016). Or they may sacrifice themselves and loved ones more than they can afford, like 

the young social worker who consistently donated to charity until she and her partner were living 

on 6% of their already-modest income, or the couple who, wanting to consistently help children 

in need of a home, adopted 22 kids (MacFarquhar, 2015). In short, we may enjoy greater 

popularity and an easier life if we allow ourselves at least some moral inconsistency.  

Finally, moral inconsistency can sometimes benefit society. Evolving moral beliefs about 

smoking (Rozin, 1999; Rozin & Singh, 1999) have led to considerable public health benefits. 

Stalemates in partisan conflict are hard to break if both sides rigidly refuse to change their 

judgments and behavior surrounding potent moral issues (Brandt et al., 2016). Same-sex 

marriage, women’s sexual liberation, and racial desegregation required inconsistency in how 

people treated actions that were once considered moral wrongs. In this way, moral inconsistency 

may be necessary for moral progress. 

5.3 Future directions 

 We see a number of interesting questions that future research on moral inconsistency 

could address.  

5.3.1 How do people think about their own versus others’ moral inconsistency? 
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 The present chapter offered a number of examples of how people appear to tolerate both 

their own and others’ moral inconsistencies. However, research on people’s own moral 

inconsistency and research on their reactions to others’ moral inconsistences have been 

conducted in almost entirely separate literatures. Moreover, the types of inconsistencies 

examined in each literature are not directly comparable (e.g., unlike the literature on people’s 

own inconsistencies, the literature on judgments of others’ inconsistencies focuses mainly on 

word-deed misalignment; see Effron, O’Connor, et al., 2018). Few studies directly compare how 

people think about their own and others’ moral inconsistency. Thus, it is unclear whether we 

treat moral inconsistency differently as a function of who performs it – ourselves or others. 

One hypothesis is that, all else equal, people are more tolerant of their own inconsistency 

than of others’ inconsistency. This inconsistency in how people judge inconsistency might be 

called meta-inconsistency. Indirect evidence for meta-inconsistency comes from four sources. 

First, as noted, people pass more lenient judgments on their own moral transgressions than on 

others’ (identical) moral transgressions, whether because people are more motivated to excuse 

themselves than others (e.g., Lammers, 2012) or because they have access to different 

information than others (Kim et al., 2021). For the same reasons, people might form more lenient 

judgments of their own versus others’ moral inconsistency. Second, participants in one study 

recalled more examples of others’ hypocrisy than their own, and the examples they did recall 

encompassed a wider range of situations when thinking about others versus themselves (Hale & 

Pillow, 2015). One reason could be that people more readily interpret others’ behavior, compared 

to their own, as inconsistent. Third, people perceive inconsistency as more hypocritical when 

performed by someone who opposed, versus supported, their favored political causes (Helgason 

& Effron, 2022), and when performed by an acquaintance versus a friend (DeAndrea & Walther, 
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2011). Finally, people generate more reasons to explain away their own inconsistencies than 

others’ inconsistencies (DeAndrea & Walther, 2011). Future research should seek more direct 

evidence of meta-inconsistency – when and why do people condone their own moral 

inconsistencies more than others?  

5.3.2 Are people more tolerant of moral inconsistency with past behavior or with stated 

values?  

Some of the examples of moral inconsistency we described involve failing to be similarly 

virtuous across time or situations; other examples we described involve failing to uphold the 

principles one has endorsed (i.e., not practicing what you preach). Sometimes, people face 

situations that force them to choose between one type of moral inconsistency or the other 

(Berman et al., 2020). Consider a life-long environmentalist who learns that recycling plastic is 

bad for the environment. In her country, recycled plastic is either burned or shipped to China for 

recycling, both of which emit more carbon than simply burying the plastic would emit (Verma et 

al., 2016). If she stops recycling, she is inconsistent with her prior behavior; if she keeps 

recycling, she is inconsistent with her stated values. Which type of inconsistency will she 

choose? How will observers evaluate her choice? Are people more tolerant of one type of 

inconsistency than other? Future research should investigate these questions. 

5.3.3 How do people think about moral inconsistencies over long periods of time? 

 The studies we reviewed examined moral inconsistencies in brief experimental situations. 

In the studies of how behavioral history promotes moral inconsistency, an opportunity to “do 

good” is almost immediately followed by an opportunity to “do bad” (for a review, see Effron, 

2016). In the research on how motivation promotes inconsistency in moral judgements, 

participants made (relatively lax) judgments of falsehoods that aligned with their politics in the 
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same study as they made (relatively harsh) judgments of falsehoods that were misaligned with 

their politics. In the real world, however, longer time periods can elapse between a first morally 

relevant behavior or judgment and a subsequent one. Research has yet to provide much insight 

about people’s willingness to enact and condone moral inconsistency that occurs across these 

longer time frames.  

 One possibility is that people are more likely to enact and condone moral inconsistency 

that occurs over longer versus shorter timeframes – and not just because the distant past is easier 

to forget than the recent past. The more time that has elapsed since a particular moral behavior or 

judgment, the less continuity people will perceive between their current and past selves, and the 

easier it may be to separate themselves from their past actions (see Helgason & Berman, in 

press). Thus, excusing the same behavior you condemned 20 years ago seems less inconsistent 

than excusing the same behavior you condemned 2 minutes ago. For the same reason, when long 

periods of time pass between when a third party says one thing and when they do another, we 

may be less likely to attribute this inconsistency to hypocrisy, because we expect people’s 

thinking and values to evolve over time. Working for Exxon Mobile in 2022 seems less 

hypocritical if you joined a protest against the oil industry in 1977 as opposed to 2021. At the 

same time, doing good seems less likely to license doing bad when long versus short periods of 

time have elapsed since doing good (e.g., years vs. days). The good deeds you did 20 years ago 

say more about your moral character back then as opposed to now. Future research should thus 

investigate moral inconsistencies that occur over a longer timeframe than the typically 

experimental session. 

6. Conclusion 
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 A certain degree of moral consistency is essential to a well-functioning society. Behaving 

consistently moral enables us trust one another, judging others’ wrongdoing consistently upholds 

norms of fairness, and condemning others’ moral inconsistency – particularly those who preach 

virtue while practicing vice – discourages people from taking advantage of us. Yet, as we have 

shown in this chapter, a number of factors lead people to act in morally inconsistent ways, to 

levy morally inconsistent judgments on others’ behavior, and – in some situations – to tolerate 

moral inconsistency in others. For better or for worse, inconsistency may be a fixture in our 

moral lives. 
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Figures 

Figure 1 

Relationship Between Implicit and Explicit Prejudice as a Function of Perceived Ingroup 

Entitativity in Effron & Knowles (2015), Study 5 

 

 

 

Note. The y-axis shows scores on the Attitudes Towards Blacks (ATB) scale (Brigham, 1993).  

Response options could range from 1–7, with higher numbers indicating more anti-Black 

prejudice. The x-axis shows scores on the Implicit Association Test (IAT; Greenwald et al., 

1998), where higher numbers indicate stronger implicit associations between Black (vs. White) 

people  and negative (vs. positive) words.
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Figure 2 

Mean unethicality rating, by condition and alignment with participants’ politics, ±95% CI, in 

Effron (2018) Study 1.  

 

Note.  In this study, participants in the counterfactual condition imagined how the falsehoods 

“could have been true” whereas participants in the control condition did not. Means and 95% CIs 

were computed from a mixed regression analysis. Full scale of unethicality ratings is 0 to 100. 

*** p < .001, ** p < .01.  
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Figure 3 

Mean unethicality rating, by condition and alignment with participants’ politics, ±95% CI,  

adapted from Helgason & Effron (in press) Study 3. 

 

Note. In this study, participants in the prefactual condition imagined how the falsehoods “might 

become true” whereas participants in the control condition did not. Plotted values are the 

estimated marginal means and their 95% confidence intervals from a mixed regression model. 

Full scale of unethicality ratings is 0-100. *** p < .001.  
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Figure 4 

Stronger Relationship Between Counterfactual Closeness and Blame When Participants Judged a 

President They Opposed vs. Supported. Reproduced from Epstude et al. (in press). 

 

 

For Review Only

POLARIZED IMAGINATION 24

blame, b = .42 SE = .02, z = 22.43, p < .001, however (as shown by the interaction term reported 

above), it was significantly attenuated.

Figure 4

Study 3: Stronger Relationship Between Counterfactual Closeness and Blame When Participants 

Judged a President They Opposed (vs. Supported)

Note. The values are predictive margins, with 95% CIs, from the mixed regression model.
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Figure 5 

Mean Hypocrisy Ratings by Condition and Target of Criticism, Adapted from Helgason & 

Effron (2022), Study 2b. 

 

 

Note. The graph plots estimated marginal means and their standard errors from the mixed 

regression model described in the main text. Error bars indicate standard errors. Full scale of 

hypocrisy ratings is 1-5. 
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Figure 5 

Perceived Hypocrisy by Imagined Double-Standard. Adapted from Helgason & Effron (2022), 

Study 2b. 

 

Note. The graph plots estimated marginal means and their standard errors from a mixed 

regression model. More-positive numbers on the x-axis indicate a stronger belief that the media 

commentator would have shown a double-standard against the criticized politician. Full scale of 

hypocrisy ratings is 1-5.
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Figure 6 
 
Mean hypocrisy ratings, ± SE, in each experimental condition of O’Connor et al. (2020), Study 
5. 
 

 

Note. The means shown in the figure are from Table 3 in O’Connor et al. (2020). The SEs were 

computed from the SDs shown in that table, assuming an equal number of participants in each 

condition. Hypocrisy ratings could range from 1 to 7.  
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