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Abstract 
 

People have a more-nuanced view of misinformation than the binary distinction between “fake 

news” and “real news” implies. We distinguish between the truth of a statement’s verbatim 

details (i.e., the specific, literal information) and its gist (i.e., the general, overarching meaning), 

and suggest that people tolerate and intentionally spread misinformation in part because they 

believe its gist. That is, even when they recognize a claim as literally false, they may judge it as 

morally acceptable to spread because they believe it is true “in spirit.” Prior knowledge, 

partisanship, and imagination increase belief in the gist. We argue that partisan conflict about 

the morality of spreading misinformation hinges on disagreements not only about facts but also 

about gists. (117 words) 
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Tom was tired of his cousin emailing political misinformation, so he started replying with 

links to a fact-checking website. The cousin kept emailing, but now added a disclaimer: “This is 

probably not true – but you get the idea.” [1]. Apparently, the cousin was willing to tolerate and 

spread misinformation that he acknowledged was literally false because he believed that its 

general idea was true.  

In formal logic, statements are either true or false, but truth is more nuanced in both 

reality and people’s minds [2]. The statement “COVID-19 has killed 5 million Americans” is 

literally, or verbatim, false; the correct number is 1.13 million [3].  But people may perceive the 

statement’s general idea, or gist, as true: COVID-19 has killed many Americans. In this paper, 

we argue that the distinction between verbatim truth and gist truth can help explain why people 

tolerate and spread misinformation – particularly when it aligns with their views. Our central 

claim is that, like Tom’s cousin, people sometimes find it morally acceptable to spread 

misinformation because they believe its gist is true, even when they realize at the time that its 

verbatim details are false. Before discussing evidence for our claim, we briefly review prior work 

on the relevance of the gist-verbatim distinction to the (mis)information ecosystem. 

1.1 Prior Work on the Gist-Verbatim Distinction 

 We draw the gist-verbatim distinction from fuzzy trace theory (FTT), an account of how 

people process information [4]. According to FTT, when people encounter a statement (e.g., 

“unvaccinated children are 23 times more likely to get a disease than vaccinated children”),  

they encode, store, and retrieve the statement’s verbatim details (i.e., the specific, literal 

information; “23 times more likely”) separately from its gist (i.e., the general, overarching 

meaning; “unvaccinated children are not safe”) [4, 5, 6**]. That is, a central tenet of FTT is that 

separate cognitive processes operate in parallel on verbatim details and gist, although these 

processes can influence each other in some situations [6**, 7, 8]. A statement’s gist, more than 

its verbatim details, shapes what people pay attention to [9], remember [7], and decide [10,11]. 
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Some prior work has applied fuzzy trace theory to misinformation. Headlines sometimes 

provide misleading summaries of their corresponding news article [12], skewing people’s 

interpretation of the gist even after they read the details in the full article [13]. People sometimes 

falsely remember verbatim details that are consistent with a gist they believe; for example, 

people were more likely to mistakenly think that they had read a certain headline about the 

Covid-19 vaccine if that headline corresponded with their vaccine attitude [13, 14, 15, 16]. Even 

the mere presence of a clear gist may encourage people to spread (mis)information (17**, 6**, 

7). For example, during a measles outbreak at Disneyland, Facebook users were more likely to 

share vaccine-related news articles that communicated a bottom-line takeaway about vaccines 

[18]. Similarly, fake-news articles with language that facilitated readers’ ability to extract a clear 

gist tended to be shared more [19]. 

This prior research demonstrates how the gist-verbatim distinction has been applied to 

understanding misinformation that people may not realize is false. Going beyond this work, we 

use this distinction to explain why people would tolerate and spread misinformation they realize 

in the moment is (verbatim) false.  

1.2 Excusing Misinformation Recognized as Verbatim False  

Commentators have observed that public figures regularly get away with dishonesty, and 

that fake-news spreads fast and far on social media. One reason is that people sometimes 

believe this misinformation to be true [20] –– but a meaningful minority of people admit to 

sharing misinformation they do not believe. For example, in demographically-representative 

surveys of Americans, 14% of respondents admitted that they “share information on social 

media about politics even though [they] believe it may be false” [21], and 21% of active 

Facebook users agreed that they had “shared a political news story online that [they] thought AT 
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THE TIME was made up” [22].3 Thus, another reason that misinformation spreads may be that 

people sometimes excuse misinformation they do not believe [23]. In other words, even when 

people recognize misinformation as false, they sometimes judge it as morally acceptable to 

spread – and when they do, they are more likely to spread it themselves [24, 25, 26] and are 

less inclined to take action against people who spread it [25, 26, 27]. 

We propose that people are more inclined to excuse misinformation when they believe it 

reflects a “broader truth” – that is, when they think its gist is true. To explain, we introduce a 

taxonomy of three types of misinformation, defined by whether people believe a false claim’s 

gist, verbatim details, or neither. Because such beliefs can vary across individuals, a false claim 

can be perceived as a different type of misinformation by different people (or as not 

misinformation at all). How morally acceptable people think it is to spread a false claim will 

depend on the type of misinformation they perceive (see Figure 1). 

The first type of misinformation is the blatant falsehood, which has been the focus of 

most research on moral judgments of misinformation (e.g., [28,29]). Such statements use false 

verbatim details to communicate gists that are perceived as false. For example, a person who 

believes vaccines are safe would perceive the statement “The COVID-19 vaccine has killed a 

quarter of a million Americans” as a blatant falsehood because (a) it has not actually killed that 

number of Americans (false verbatim) and (b) it implies that the COVID-19 vaccine is extremely 

dangerous (false gist). People generally perceive blatant falsehoods to be morally unacceptable 

(but see [28]). 

The second type of misinformation is the palter, which uses true verbatim details to 

convey a gist that is perceived as false. For example, a person who believes vaccines are safe 

would perceive the statement “At least 20,000 people have died after receiving the COVID-19 

 
3 These results may underestimate the prevalence of intentional misinformation sharing because some 
respondents may not admit that they do it, or overestimate the prevalence because some respondents 
may count satire as false information.  
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vaccine” as a palter because (a) it describes an accurate statistic (true verbatim), but (b) they 

would dispute the implication that the COVID-19 vaccine has caused these deaths and is thus 

extremely dangerous (false gist). People judge palters as similarly unethical to blatant 

falsehoods [30].  

The third type of misinformation is what we term a truthy falsehood, which contains false 

verbatim details, but conveys a gist that is perceived as true. For example, a person who 

believes that vaccines are safe would perceive the statement, “Not a single death has been 

linked to the COVID-19 vaccine” as a truthy falsehood if (a) they knew that the AstraZeneca 

vaccine has been linked to death as a rare side effect [31] (false verbatim), but (b) they agreed 

with the statement’s implied broader truth that COVID-19 vaccines are generally safe (true gist). 

Our research suggests that people judge truthy falsehoods as less unethical than blatant 

falsehoods. For example, social media users thought it was less unethical to falsely claim that 

guns kill 500 Americans daily when they believed the gist of this statement – that gun violence 

kills many Americans – despite acknowledging that it was literally false [26**] (Study 6).  

Thus, when judging the morality of spreading misinformation, people may care more 

about whether they perceive its gist to be true than whether its verbatim details are true. They 

tend to think it is unethical to communicate a gist they perceive as false, regardless of whether 

the details of the message are true (palter) or false (blatant falsehood), but that communicating 

a true gist using false details does not seem so bad (see Figure 1).  
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Figure 1. Moral judgments of falsehoods depend on how true people perceive the verbatim details and the broader gist 
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This taxonomy suggests that people are more likely to excuse misinformation that they 

recognize as verbatim false if they can be convinced that its gist is true. We next review three 

factors that may reduce moral condemnation of falsehoods by increasing belief in the gist, 

turning “blatant falsehoods” into “truthy falsehoods.” 

1.2.1 Prior knowledge. People judge verbatim falsehoods as less unethical when the 

falsehoods are consistent with their prior knowledge [32]. For example, participants thought it 

was less unethical for someone to falsely claim on their CV that they had worked at a particular 

company, like Pixar, when they knew that the individual had worked at firms in the same 

industry, like Warner Studios. When the false claim was consistent with participants’ prior 

knowledge, they perceived the claim’s gist as truer, resulting in more lenient moral judgments of 

the liar. 

1.2.2 Imagination. Verbatim falsehoods also seem less unethical when people imagine 

how they could have been or might become true [26**,27]. For example, people were more 

likely to tolerate the falsehood “guns kill 400 Americans daily”, despite being told and 

acknowledging that the real death rate is far lower, when they imagined that “guns will 

eventually kill 400 Americans if gun laws don’t change”. When participants imagined how a 

falsehood might become true in the future, they thought its gist (guns kill many Americans) 

seemed truer in the present, and thus thought the falsehood deserved less moral condemnation 

[26**].  

 1.2.3 Partisanship. When verbatim falsehoods are told by a political ingroup (vs. 

outgroup) member, people are more likely to believe the gist, and believe that the gist is what 

the liar intended to convey. In one study, British Labour and Conservative voters read politically 

neutral falsehoods (e.g., “The number of thefts in the UK has increased by a third since 2002”) 

that were labelled as false. When the politician who told the falsehood was ostensibly from their 

own party, participants thought the gist was truer (e.g., “There is too much crime in the U.K.”), 

even though they acknowledged that the falsehood was verbatim false. They were also more 
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likely to believe that the speaker intended to communicate the gist, rather than the verbatim 

details, of the falsehood, and therefore was less deserving of punishment [33]. When Donald 

Trump claimed, “global warming was created by and for the Chinese in order to make U.S. 

manufacturing non-competitive," Trump supporters were less likely than Clinton supporters to 

think that Trump meant this statement literally [34]. Partisan perceptions of gist may help explain 

why partisans are more tolerant of misinformation when it comes from their political ingroup 

versus outgroup [24*, 35, 36, 37]. A verbatim falsehood is not so unethical if you think the 

person who told it intended to convey a gist that you believe to be true.  

 In short, prior knowledge, imagination, and partisanship all shape people’s perceptions 

of misinformation’s gist. Even when people recognize misinformation as verbatim false at the 

time, they are more willing to excuse the falsehood when they believe it conveys a truthful gist. 

This focus on the gist mentally transforms a statement from a blatant falsehood to a truthy 

falsehood (see Figure 1). One reason these moral judgments are consequential is, as noted, 

because the less unethical people think a verbatim falsehood is, the more likely they are to 

spread it themselves [24, 25, 26].   

1.3. Discussion 

People have a nuanced view of misinformation that extends beyond the binary 

distinction implied by the terms “fake news” and “real news.”  Even when people understand 

that the verbatim details of a claim are false, they may think the claim speaks to a “broader 

truth.” This observation may explain why people are sometimes willing to tolerate misinformation 

spread by others – or even why they would knowingly share it themselves. The reason is not 

simply that contemporary citizens now think truth is less important than they once did. The 

reason is also not always just that people are ignorant of the facts [38,39], unaware that they 

are being manipulated [40,41], or inattentive to accuracy [38, 42]. Indeed, the studies of moral 

 judgments we have reviewed made the (verbatim) falsity of misinformation highly salient to 

participants, who confirmed that they did not believe the relevant misinformation [25, 26, 27, 32, 
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33]. Sometimes, people may tolerate and even spread misinformation because they perceive it 

as a “truthy falsehood.” 

The distinction between gist and verbatim truth has important implications for research 

on misinformation. When people rate misinformation as “inaccurate,” it is unclear whether they 

perceive the misinformation as verbatim false, gist false, or both. We speculate that perceptions 

of verbatim truth influence accuracy judgments more than perceptions of gist truth, but that 

decisions to share information may depend more on perceptions of gist than of verbatim truth. 

This possibility could help explain why people who say it is important to share only accurate 

information end up sharing news they are capable of identifying as inaccurate [38]. Sometimes, 

they may neglect to think about both gist and verbatim truth; other times, though, they may 

judge the news as inaccurate because they perceive its verbatim details as false, but share it 

because they perceive its gist as true. This possibility awaits future testing, but it is consistent 

with the finding that people express greater moral tolerance of misinformation when they think 

its gist is true, even when its verbatim falsity is highly salient [25, 26, 32, 33], and that moral 

judgments of misinformation predict sharing intentions [24, 25, 26].  

Our analysis has troubling implications for partisan conflict surrounding misinformation. It 

is hard enough to resolve disagreements about whether a claim is literally and precisely true. It 

is much harder to resolve disagreements about whether a claim’s gist is true, because general 

claims are harder to falsify than specific ones. Partisans may also disagree about how literally 

the claim was intended to be taken [34] or even about what gist(s) the claim conveys [6**]. For 

these reasons, even when partisans can agree on specific facts, they may disagree about 

whether a given claim constitutes misinformation—in part because they believe different gists. 

We have only begun to investigate how perceptions of gist truth influence people’s 

willingness to tolerate and spread misinformation, so future work could disprove some of our 

specific claims – but, as Tom’s cousin would say, you get the idea. 
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